A survey of Flash Translation Layer

Tae-Sun Chung, Dong-Joo Park, Sangwon Park, Dong-Ho Lee, Sang-Won Lee, Ha-Joo Song

1. Introduction

Flash memory has inherently strong points compared to a traditional hard disk. These points include its non-volatility, fast access speed, resistance to shocks, and low power consumption. Due to these advantages, it has been widely adopted in embedded applications such as MMC or CF card flash memory, mobile devices including cellular phones and mp3 players, and many others. However, due to its hardware characteristics, a flash memory system requires special software modules to read (write) data from (to) flash memory.

One basic hardware characteristics of flash memory is that it has an erase-before-write architecture. That is, to update a location in which no data were previously written, the input data is written to an empty physical location in which no data were previously written. The mapping table is then updated due to the newly changed logical/physical address mapping. This protects one block from being erased by an overwrite operation.

When applying the FTL algorithm to embedded applications, there are two major considerations: storage performance and RAM memory requirements. With respect to storage performance, as flash memory has the special hardware characteristics mentioned above, the overall system performance is mainly affected by the write performance. In particular, as the erase cost is much more expensive compared to the write or read cost, it is very important to minimize erase operations. Additionally, RAM memory required to maintain the mapping information is a valuable resource in embedded applications. Thus, if an FTL algorithm requires a large amount of RAM memory, the product cost will be increased.

This paper surveys the state-of-the-art FTL algorithms. Gal and Toledo [7] also provided algorithms and data structures for flash memory systems. Compared to their work, the present study focuses on FTL algorithms and does not discuss file system issues [12,16,8]. Here, the problem is defined, FTL algorithms are discussed, and related research issues are addressed. Performance results based on our implementation of each FTL algorithm are also provided.

This paper is organized as follows: In Section 2 the problem is defined. Section 3 shows how previous FTL algorithms can be classified, each of which is explained in depth in Section 4. Section 5 presents performance results. Finally, Section 6 concludes the paper.
2. Problem definition & FTL functionalities

2.1. Problem definition

First, operation units in the flash memory system are defined as follows:

Definition 1. A sector is the smallest amount of data which is read or written at a time. That is, a sector is the unit of a read or a write operation.

Definition 2. A block is the unit of an erase operation in flash memory. The size of a block is some multiples of the size of a sector.

Fig. 1 shows the software architecture of the flash file system. This section focuses on the FTL layer shown in Fig. 1. The file system layer issues a series of read or write commands each with a logical sector number, to read data from, or write data to, specific addresses in flash memory. The logical sector number is converted to a real physical sector number of flash memory by some mapping algorithm in the FTL layer.

Thus, the problem definition of FTL is as follows: It is assumed that flash memory is composed of \( n \) physical sectors. The file system – the upper layer – considers a flash memory as a block-I/O device that consists of \( m \) logical sectors. Given that a logical sector must be mapped to at least one physical sector, the number \( m \) is less than or equal to \( n \).

Definition 3. Flash memory is composed of a number of blocks, and each block is composed of multiple sectors. Flash memory has the following characteristics: If a physical sector location in flash memory contains previously written data, it must be erased in units of blocks before new data overwrites the existing data. The FTL algorithm produces a physical sector number in flash memory from the logical sector number given by the file system.

2.2. FTL functionalities

An FTL algorithm should provide the following functionalities:

- Logical-to-physical address mapping: The main functionality of an FTL algorithm is to convert logical addresses from the file system to physical addresses in flash memory.
- Power-off recovery: Even when a sudden power-off event occurs during FTL operations, FTL data structures should be preserved and data consistency should be guaranteed.
- Wear-leveling: FTL should include a wear-leveling function to wear down memory blocks as evenly as possible.

3. A taxonomy for FTL algorithms

In this section, a taxonomy for FTL algorithms is suggested according to features that include addressing mapping, mapping information management, and the size of the RAM table.

3.1. Addressing mapping

3.1.1. Sector mapping

A naive and intuitive FTL algorithm is the sector mapping algorithm [1]. In sector mapping, every logical sector is mapped to a corresponding physical sector. Therefore, if there are \( m \) logical sectors recognized by the file system, the row size of the logical-to-physical mapping table is \( m \). Fig. 2 shows an example of sector mapping. In the example, it is assumed that a block is composed of four pages, resulting in 16 physical pages in total, where each page is organized into a data sector and a spare area. Additionally, if it is assumed that 16 logical sectors exist, the row size of the mapping table is 16. When the file system issues the command – “write(9,A)”; write data ‘A’ to lsn (logical sector number) 9”, the FTL algorithm writes the data ‘A’ to psn (physical sector number) 3 according to the mapping table if psn 3 has not had data written to it at an earlier time.

However, in another case, the FTL algorithm determines the location of an empty physical sector, writes data to it, and adjusts the mapping table. If an empty sector does not exist, the FTL algorithm will select a victim block from flash memory, copy the valid data in the victim block to the spare free block, and update the mapping table. Finally, it will erase the victim block, which will become the spare block.

To rebuild the mapping table after a power outage, the FTL algorithm either stores the mapping table to flash memory or records the logical sector number in the spare area upon each write operation to the sector area.

3.1.2. Block mapping

As the sector mapping algorithm requires a large amount of memory space (RAM), it is hardly feasible for small embedded systems. For this reason, block mapping-based FTL algorithms [2,6,13] are proposed. Some detailed algorithms will be presented in Section 4. The basic idea of block mapping is that the logical sector offset within a logical block is identical to the physical sector offset within the physical block.

In the block mapping scheme, if there are \( m \) logical blocks detected by the file system, the row size of the logical-to-physical mapping table is \( m \). Fig. 3 shows an example of the block mapping algorithm. Assuming that there are four logical blocks, the row size of the mapping table is four. If the file system issues the command “write(9,A)”, the FTL algorithm calculates logical block number 2(=9/4) and sector offset 1(=9%4), and then locates physical block number 1 using the mapping table. As the physical sector offset equals the logical sector offset in the block mapping algorithm, the physical sector location can be easily determined.

It is clear that the block mapping algorithm requires a smaller amount of mapping information when compared to sector mapping. However, if the file system issues write commands with identical logical sector numbers, many copy and erase operations are required, which severely degrades performance. When implementing the block mapping algorithm, block-level mapping information should be stored in flash memory to recover from a power-off event.

3.1.3. Hybrid mapping

As both sector and block mapping have some disadvantages, as mentioned in the previous two subsections, hybrid mapping approaches were introduced [9,10,14]. A hybrid technique, as its
name suggests, first uses a block mapping technique to obtain the corresponding physical block. It, then, uses a sector mapping technique to locate an available empty sector within the physical block.

Fig. 4 shows an example of the hybrid technique. When the file system issues the command "write(9,A)", the FTL algorithm calculates the logical block number 2 (=9/4) for the lsn, and then, locates physical block number 1 from the mapping table. After obtaining the physical block number, the FTL algorithm allocates an empty sector for the update. In the example, because the first sector of physical block 1 is empty, the data is written to the first sector location. In this case, in that the two logical and physical sector offsets (i.e., 1 and 0, respectively) differ from each other, logical sector number 9 should be written to the spare area in page 0 of physical block 1. To rebuild the mapping table, not only this information but also the logical block numbers have to be recorded in the spare areas of the physical blocks.

When reading data from flash memory, the FTL algorithm first locates the physical block number from the mapping table using the given lsn. Subsequently, by reading the logical sector numbers from the spare areas of the physical block, it can obtain the most recent value for the requested data.

3.1.4. Comparison

The performance levels of FTL algorithms are compared in terms of the file system-issued read/write performance and memory requirements to store the mapping information.

The read/write performance of an FTL algorithm can be measured according to the number of flash I/O operations (read, write, and erase), as the read/write performance is I/O-bounded. It is assumed here that the mapping table of an FTL algorithm is maintained in RAM, and that access cost of the mapping table is zero. The read and write costs can then be computed using, respectively, the following two equations. Though the following equations are general, they can be a starting point in design and analysis of FTL algorithms.

\[
C_{\text{read}} = x T_r \\
C_{\text{write}} = p_r T_w + p_o(x T_r + T_w) + p_e(T_e + T_w + T_c)
\]
When reading, variable $x$ in Eq. (1) is 1 in the sector and block mapping techniques, as the sector to be read can be determined directly from the mapping table. However, in the hybrid technique, the value of variable $x$ ranges from $1 \leq x \leq n$, where $n$ is the number of sectors within a block. Here, the required data can be read only after scanning the logical sector numbers stored in the spare areas of a physical block. Thus, the hybrid mapping scheme has a higher read cost compared to the sector and the block mapping techniques.

During a write operation, there are three cases. First, the write operation may be performed in the in-place location directly. $p_1$ is the probability that a write request is performed in the in-place location. Second, the write operation should be performed after scanning the empty position in a block. $p_2$ is the probability of this event. In this case, additional read operations may be required. Finally, the write operation may incur an erase operation. When a write request incurs an erase operation, it is assumed that FTL algorithms perform in as follows: First, valid data in the block to be erased is copied to another block that is a free block, and is copied back to a new block (Tc). Second, the write operation is performed (Tw), third, the mapping table is changed accordingly; and fourth, the source block is erased (Tr).

Given that $T_c$ and $T_r$ are high cost operations relative to $T_w$ and $T_w$, the variable $p_x$ is a key point when computing the write cost. In sector mapping, the probability of requiring an erase operation per write is relatively low, in block mapping, conversely, it is relatively high.

Another measure of comparison is the memory requirement for storing mapping information. Mapping information should be stored in persistent storage, and it can be cached in RAM for better performance. Some FTL algorithms use combinations of sector, block, and hybrid mapping in the previous section. However, this paper assumes that each FTL algorithm is used in the overall flash memory system in the following analysis. Fig. 5 shows such memory requirements for the three address mapping techniques. Here, we assume that the capacities of flash memory are 128 MB (with 8192 blocks) and 8 GB (524288 blocks). Furthermore, each block is composed of 32 sectors [5]. In sector mapping, three bytes are needed to represent all sector numbers in both 128 MB and 8 GB flash memory, whereas in block mapping, only two bytes are needed to represent all block numbers in 128 MB flash memory and three bytes in 8 GB flash memory. Hybrid mapping requires two bytes for block mapping and one byte for sector mapping within a block in 128 MB flash memory. In 8 GB flash memory, three bytes for block mapping and one byte for sector mapping.

It is clear that block mapping requires the smallest amount of RAM memory as expected.

3.2. Managing address mapping information

When implementing an FTL algorithm, it is necessary to consider a scheme to store mapping information. To be able to rebuild the mapping table during a power-on process, mapping information should not be lost in the sudden power-off events; therefore, this information must be persistently kept somewhere in flash memory. The techniques for storing mapping information in flash memory can be classified into two categories: the map block method and the per block method.

3.2.1. Map block method

A map block method stores mapping information into some dedicated blocks of flash memory termed map blocks. Though a block can sufficiently store all mapping information in the case of block mapping, most FTL implementations provide more than one map block. If one map block is used, erase operations on the map block occur very frequently. Hence, several map blocks are used to lessen such frequent erases. Fig. 6 shows how map blocks can be configured to store the mapping information for a block mapping scheme. Mapping information – pairs of a logical block number and a physical block number – is recorded to one of the unused sectors in the latest map block. Physical block numbers are stored in the sector in the order of the logical block number. Of course, if one sector cannot sufficiently store all physical block numbers, two or more sectors are used.

If mapping information changes due to writes issued by the file system, the above recording job will be done. When performing the recording job, if there is no unused sector in the map blocks pool, erase operations have to be executed to free some map blocks. The mapping table can be cached in RAM for fast mapping lookups. In this case, the mapping table has to be rebuilt in RAM by reading the latest sector of the latest map block from flash memory during a power-on process.

3.2.2. Per block method

Mapping information can be stored to each physical block of flash memory. This process assumes that hybrid mapping is being used in Fig. 7. In contrast to the map block method, logical block numbers are stored in the spare area of the first page of each physical block. In addition, to maintain the mapping from a logical sector number to the sectors in a physical block, logical sector
numbers are recorded in each sector in the block. When rebuilding
the mapping table due to a power-off event, both the logical block
numbers and logical sector numbers in the spare areas of flash
memory are used.

In Fig. 7, logical block number 3 is mapped to physical block
number 0, logical block number 2 to physical block number 1,
and so on.

3.3. RAM table

The size of the RAM is very important in designing FTL algo-
rithms because it is a key factor in the overall system cost. The
smaller the RAM size, the lower the system cost. However, if a sys-
tem has enough RAM, performance can be improved. FTL algo-
rithms have their own RAM structures and the FTL algorithms
can be classified according to their RAM structures. RAM is used
to store following information of FTL algorithms.

- Logical-to-physical mapping information: The major usage of
  RAM is to store the logical-to-physical mapping information.
  By accessing RAM, the physical flash memory location for read-
  ing or writing data can be found efficiently.
- Free memory space information: Once free memory space infor-
mation in flash memory is stored in RAM, an FTL algorithm can
  manage the memory space without further flash memory
  accesses.
- Information for wear-leveling: Wear-leveling information may
  be stored in RAM. For example, the erase count of flash memory
  blocks may be stored in RAM.

For example, Fig. 8 shows an example of a RAM table [6]. The
flash memory block of this system is composed of 16 sectors. In
the example, a 1:2 block mapping method is used. That is, a logical
block can be mapped to at most two physical block of flash mem-
ory. PBN1 and PBN2 show the first and second physical block ad-
resses. Logical block 00 is mapped to physical blocks 00 and 10
in Fig. 8. The right side of Fig. 8 shows where the valid data is
stored. For example, sector 0 of logical block 00 is stored in sector
0 of physical block 10.

In the example RAM table, several flags are used. The ‘move’ flag
indicates that some sectors of one block are stored in another
block. The ‘used’ flag shows that a block is being used. The ‘old’ flag
shows that data in a block is no longer valid, and the ‘defect’ flag
shows that a block is a bad block.

4. Case study

4.1. Mitsubishi

The Mitsubishi algorithm [13] is based on block mapping in Sec-
tion 3.1.2. Its goal was to overcome the limitations of the sector
mapping scheme, that is, (1) the large storage necessary for the
map table, (2) the high overhead of the map table construction cost
when the power is turned on. One logical block is mapped to one
physical block, representing 1:1 block mapping. Compared to the
block mapping technique in Section 3.1.2, the Mitsubishi technique
suggested a concept of space sectors. That is, a physical block is
composed of a general sector area and a space sector area. If a
logical block consists of m sectors, a physical block consists of m
sectors and some additional n space sectors. Here, the physical sec-
tor offsets and the logical sector offsets are identical in the general
sector area, and the offsets of the space sectors need not be
identical.

Fig. 9 shows an example. This example assumes that a physical block is composed of two general sectors and two space sectors. When processing the first write request ‘write(0, A)’, the logical block number $0(=0/2)$ and the logical page offset $0(=0\%2)$ are calculated and the physical block number (9) is obtained using the block-level mapping table. As physical page offset 0 of $pbn=9$ is empty initially, the data $A$ is written to the first sector location of $pbn=9$. Additional write operations are performed in the same way. When processing the write request of ‘write(0, G)’, as the physical page offset 0 of $pbn=9$ is already occupied, it is written to the first space sector area. In this case, the logical sector number (0) is written to the spare area of flash memory. In the pure block mapping technique, the ‘write(0, G)’ request incurs a copy and erase operation. When reading the logical sector number 0, the most up-to-date version can be found by scanning the spare areas of flash memory.

A reorganization process is as follows. The FTL algorithm obtains a free block and copies valid sectors from the old physical block to the new block. The content of the logical/physical conversion table is changed appropriately. After the sectors in the original physical block are completely transferred to the new block, the original block is erased and returned to the free block list. The Mitsubishi scheme always keeps at least one free block for reorganization.

The Mitsubishi scheme uses the map block method in Section 3.2.1 for the mapping information; the size of the conversion table is relatively small as it is based on block mapping.

4.2. M-systems

M-systems proposed the algorithms known as ANAND and FMAX for flash memory management systems. Basically, their
techniques are also based on the block mapping technique. However, compared to the block mapping technique in Section 3.1.2, in their schemes, one logical block can be mapped to more than one physical block. As the basic structure of ANAND is similar to that of FMAX, only the FMAX algorithm is explained in this paper.

In FMAX, one logical block can be mapped to the two physical blocks known as primary block and a replacement block. Here, the logical sector offset is identical to the physical sector offset in the primary block. However, in the replacement block, the logical sector offset may differ from the physical sector offset.

Fig. 10 shows an example. This example assumes, that a physical block is composed of four sectors. When processing the first write request ‘write(4,A)’, the logical block number 1(=4/4) and the logical page offset 0(=4%4) are calculated, and the physical block number (10) is then obtained using a block-level mapping table. Given that the physical page offset 0 of pbn = 10’s is empty initially, the data A is written to the first sector location of pbn = 10. Additional write operations are performed in the same way. When processing the write request of ‘write(8,G)’, as pbn = 12 is already occupied, the write request is performed in the second physical block (pbn = 9). If the second physical block has no free sectors, copy and the erase operation are performed.

FMAX uses the per-block method to store mapping information. In addition, FMAX manages a RAM table to map a logical block to two physical blocks. This requires more RAM size compared to the block mapping in Section 3.1.2.

4.3. SSR

SSR [14] uses the hybrid address mapping scheme in Section 3.1.3. Compared to the previous techniques, the inventors of SSR provide two hash functions when determining a logical block number from a logical sector number. The hash functions are as follows. In the equations, lsn is the logical sector number and ns is the number of sectors in a block.

\[
H1(\text{lsn}) = \text{lsn}/\text{ns} = \text{lbn} \quad (3)
\]
\[
H2(\text{lsn}) = \text{lsn}\%\text{ns} = \text{lnb} \quad (4)
\]

The SSR algorithms based on the hash functions H1 and H2 are known as a “clustered mode” and a “scattered mode” respectively. Previous FTL algorithms are based on the hash function H1.

Fig. 11 shows a running example (clustered mode). It is assumed here that a physical block is composed of four sectors. When processing the first write request ‘write(5,A)’, the logical block number 1(=5/4) is calculated, and the physical block number (10) is then obtained using a block-level mapping table. As the physical page offset 0 of pbn = 10 is empty initially, the data A is written to the first sector location of pbn = 10 and the logical sector number (5) is written to a spare area in flash memory. In SSR, the logical sector offset need not be identical to the physical sector offset. Thus, the logical sector number should be written to the spare area of flash memory. More write operations are performed in the same way. When the read operation is performed, if there is more than one instance of data with the same logical sector number, the most recent data is the first sector from the back end of the block. In the example, the valid data corresponding to logical sector number 9 is the fourth data (H) of pbn = 11. If a physical block has no free sectors, copy and erase operation are preformed.

4.4. Log block scheme

Kim et al. [9] proposed a log block based FTL scheme. The main objective of this scheme is to efficiently handle both access patterns efficiently: numerous long sequential writes and a small number of random overwrite operations. To achieve this purpose, the log block scheme maintains most of the physical blocks at the block addressing level – data blocks – and a small fixed number of physical blocks at the sector addressing level – log blocks. Data blocks mainly use storage spaces for long sequential writes and log blocks for random overwrites. Once a sector is initially written to a data block, a overwrite operation to the same logical sector is forwarded to a log block that has been allocated from a pool of log blocks. All subsequent overwrites to the same logical sector are then processed using the log block. If there are no free sectors in the log block, data of the log block is merged to that of corresponding data block and the log block is returned to the pool of log blocks for later overwrites.

If the FTL algorithm cannot locate any free log blocks for the overwrite, it first chooses a victim log block among the log blocks in use, and data of the victim log block is merged with that of corresponding data block. The victim log block is then erased and finally allocated for the current overwrite.
The FTL algorithms presented in Section 4 are implemented. The physical flash memory layer is simulated by a flash emulator that has the same characteristics as a real flash memory.

5.1. Simulation methodology

The detailed algorithms are omitted due to a lack of space. The key idea of STAFF is to minimize the erase operation by introducing a checkpoint block, which improves the space utilization of a log block. The scheme, more than one logical block can be mapped to a physical block, whenever the sector mapping table for log blocks is updated.

As the physical page offset 0 of \( pbn = 10 \) is empty initially, the data A is written to the first sector location of \( pbn = 10 \). When processing the write request of 'write(4,C)', given that the physical page offset 0 of \( pbn = 10 \) is already occupied, it is written to log block \( pbn = 20 \). The logical sector offset need not be identical to the physical sector offset; hence, the logical sector number is written to the spare area of flash memory. For the log blocks, the sector-level mapping table is constructed as in Fig. 12. More write operations are performed in the same way.

In the log block scheme, the map block method of Section 3.2.1 is adopted to manage the mapping information. The aforementioned block mapping table for data blocks is stored into one of the map blocks. To obtain the latest version of the block mapping table in the pool of map blocks, a map directory is maintained in RAM. For recovery from a power-off event, the map directory is also stored in a specific block of flash memory (a checkpoint block) when the sector mapping table for log blocks is updated.

Recently, some variations of the log scheme, including those known as FAST [11] and STAFF [3] have been proposed. In the FAST scheme, more than one logical block can be mapped to a physical block, which improves the space utilization of a log block. The key idea of STAFF is to minimize the erase operation by introducing states that are assigned to blocks and used to control address mapping. The detailed algorithms are omitted due to a lack of space.

5. Evaluation

It is assumed that the file system layer in Fig. 1 is the FAT file system [4], which is widely used in many embedded systems. Fig. 13 shows the disk format of the FAT file system. It includes a boot sector, one or more file allocation tables, a root directory, and the volume files. A recent study [4] contains a more detailed description of the FAT file system. Here, it is clear that logical spaces corresponding to the boot sector, file allocation tables, and the root directory are accessed more frequently compared to the volume files.

For the simulation, various access patterns that the FAT file system issues to the block device driver when it receives a file write request were obtained. The performance results over real workloads of Symbian [15] and Digicam are reported. The first of these is the workload of the Digicam is mostly sequential while that of Symbian has many random patterns. In detail, the access pattern of Digicam contains small random writes and frequent large sequential writes. On the other hand, the access pattern of Symbian contains many random writes and infrequent large sequential writes.

5.2. Result

For address mapping, the log block scheme maintains two different types of mapping tables in RAM: the first is a block mapping table for data blocks and the second is a sector mapping table for log blocks.

Fig. 12 shows an example. This example, assumes that a physical block is composed of four sectors. When processing the first write request 'write(4,A)', the logical block number 1 (\( pbn = 4 \)) and the logical page offset 0 (\( lbn = 4 \% 4 \)) are calculated and the physical block number (10) is obtained using the block-level mapping table. The logical sector offset need not be identical to the physical sector offset; hence, the logical block number is written to the spare area of flash memory. For the log blocks, the sector-level mapping table is constructed as in Fig. 12. More write operations are performed in the same way.

In the overall flash system architecture presented in Fig. 1, the FTL algorithms presented in Section 4 are implemented. The physical flash memory layer is simulated by a flash emulator that has the same characteristics as a real flash memory.
change in the mapping table to flash memory whenever a logical sector is overwritten, which does not occur as often in the Log scheme, which uses LBN-to-PBN mappings. In the experiment, there are 32 sectors in a block. Therefore, the LSN-to-PSN mapping table has to be updated approximately 30 times more often than with LBN-to-PBN mapping. Consequently, although the sector
The mapping scheme incurs less erase operations (Fig. 15, it has a longer overall execution time than the Log scheme.

The SSR technique shows the poor performance compared to the other techniques because one logical block is mapped to only one physical block in the SSR technique. In particular, when erasing a block in the SSR technique, as many valid sectors exist in the erased block, many copy operations are necessary and the probability that the erased block will be erased again in the future is very high. By allowing a logical block to be mapped to more than one block (as in the Log scheme and FMAX), FTL algorithms have better performance. In the Mitsubishi technique, a logical block can be mapped to a physical block. However, space sectors play the role of another block. Additionally, in the Mitsubishi technique, there is a periodic drop in the total elapsed time because the same workload is performed repeatedly and many merge operations are periodically required. The Log scheme shows better performance than FMAX and Mitsubishi; as there are a few log blocks for random writes, the merging algorithm of the Log scheme is more efficient than the Mitsubishi and FMAX schemes.

Fig. 15 shows the erase count. The result is similar to the result of the total elapsed time because the erase count is the most dominant factor in the overall system performance. A recent study [5] found a running time ratio of read (1 page), write (1 page), and erase (1 block) is approximately 1:7:63. It is clear that the sector mapping requires the smallest erase counts. In the sector mapping scheme, a logical sector can be mapped to any free physical sector. Most of the blocks are either full of invalid blocks or full of valid blocks. Therefore merge operations between blocks with valid sectors are uncommon, causing fewer erase operations.

Fig. 16 and Fig. 17 show the performance result in the Symbian workload. In the Symbian workload, the sector mapping shows the best performance. This result comes from the fact that the workload of Symbian, in contrast to that of Digicam, has many random write operations. Thus, in the Log scheme, erase

---

**Fig. 15.** Digicam: The total erase counts.

**Fig. 16.** Symbian: The total elapsed time.
operations occur frequently compared to the sector mapping. Particularly, there is a lack of points in sector mapping, as shown in Fig. 17, due to the full-associativity of the sector mapping scheme.

6. Conclusion

This paper surveys state-of-the-art FTL algorithms. A taxonomy of FTL algorithms is provided based on sector, block, and hybrid address mapping. To overcome the “erase before write” architecture, the sector mapping scheme shows the best performance in that it can delay the erase operation as much as possible if there are free sectors in flash memory. However, because the sector mapping scheme requires considerable overhead, it is not be applicable in embedded applications. Thus, the block mapping and the hybrid scheme are addressed. The block mapping scheme requires the least mapping information. However, it shows very poor performance when the same logical sector numbers are frequently updated. The hybrid mapping scheme overcomes the problems of updating the same logical sector numbers frequently but requires more mapping information than the block mapping scheme.

Another issue when designing FTL algorithms involves managing mapping information. Current FTL techniques can be classified into the map block and the per block method. The map block method requires number of dedicated blocks to store mapping information, whereas the per block method stores mapping information in each block of flash memory. When implementing FTL algorithms, the RAM usage is also important. Current FTL algorithms use RAM to store information of logical-to-physical mapping, of free memory space, and of wear-leveling.

Various FTL algorithms, in this case FMAX, sector mapping, Log scheme, SSR, and Mitsubishi were implemented, and the performance results were shown. If one logical block is mapped to only one physical block (as in SSR), it is clear that the FTL performance is poor. Using space sectors (Mitsubishi) and replacement blocks (FMAX), the FTL performance can be improved. If a logical block can be mapped to more than one block in FTL algorithms, the merging operation becomes a key factor in the overall performance. The Log scheme shows a good solution with its use small log blocks and many data blocks.

In a future study, intensive workloads in real embedded applications will be generated and the theoretical performance optimum for flash memory will be explored under a given workload.
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