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P, M-S WL RRE. WK 4 FiR:

Index Records

n Altered B Deleted

Kl 4. SVRZHE EEUdRE A E RS
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FEV L EALSRIRATTER S, KRR GR B S BB 547k B sk R S Aie K,
FORARBE S BARILFK A, B #HALMETE WORM f7fifi e B, AHFRATIAE 7 1 (1 Ik i 1
MRGERYT A HAEEE . ZRGUEATER, ERVFEE LS. HtEd 8BS R514E
Bt AT LU 57 (0 B Bl BT El K B KR, IXAELIA R 7N ERERG L% B IEH] .
FEIXFPIG OO, AT s (R S AR Sy i B 6 s -

Index

time
Update/ H Regrot s; Query
Inde from
A
il

v _
q W\ “ Index

Alice Adversary b

K 5: Bl 3Bl B R T
IR A PR A R A R IR ST 7R 51, sk I R SR Al k. Ko
BTN, POt ONEE EREEBERR T SATERRT| TR
WORM H., B A B8 A7t 7605 T A A7 it o L, BTk 280w DU RS I (1 e A2 R A i
WK
N T Wik AR, BATRE TR ARG EK
® EAME: —HAdRAIE, RHZICRIR I BUREAR AR AT . SRS
AN U LA SR BB . IX R — B, WA R 51 B
AL F] WORM, B WORM K AP 1 1) 8, 5 )12 i 3% — 2 Al )t
IR G IOR VT ) o Rt B, I sk IR HSE WORM A7Aif B a5 AN AT S 4
® R INE: RIIBESCHF LR M PRI, REFr i BN 0T, AT 2RI
ERAEER T WERBOA BN S0, JEICSRIAEZAF T, 2 I 2 00 SR B U
By o
® RTINS R AL
®  RGIGHE R AT AT o
® RGBT, T MR 1 B A e I R 5 I EE I H K
[, A ZSROE PSRN B IER K A

A& R AR Y

1 RN

B (5 S BRI A, W4 48 134 P MR B A7 2 TR R K, AN IEAE 22 I — I8
TACII A, PSRRI H T Bl AT 2R, NSy oy R T B R RIS B R, K
TR IR ) o XX A I BR MR BRI NATT, Rt T =2 B ittt =
ToR R 4 S IR H SRS NS A Z T 2k, ANVE RIS SRR IHE L2 %
ﬁ%k%%% AR RREA CCLZ LRI H o« A 0 RITHUR RGN 1358 5

w0 LUK ISR HL B 50 (0 542 JL QD I BRI, A 2 AR AR I 4 S 8 R A5 RS B L REAA L
Eﬁ%%ﬁ%%ﬁﬁjﬁﬂxﬁm$i%ﬂﬁ%ﬁﬁﬁMAKH%ﬁ%ﬁ%ﬁﬂ%%%o

BlnkiE N N FHEd % (PDA, Smart Phone %5) (138 K, AATTHSRIEE 2 (4 & 107
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[k 55 (Location Based Service: LBS), GfESSRHARNSS, T A B KRR, Bahiii
g5 58 o BRI A5 it BT AN ZEOR ANATIHE T SRR 55 1 IR I A3 B S ME— ARl k44, 4%
Mokt (HESR 7 AE A O AR R, R NCLEAS BB, IRA5 1R 55 4 B
FERXFMESL N, PRI E s TAS NS B IRSS i (M) vy Luisd $e i - 6 &
AN AT VL IC LA R 28 2 B SR A I P IS B, BRI Y £ R 253 SR 2R 4T 23
B BB A N Z 425 REFA

I3 I BURFHUR BL R 22 3R A5 HURDBORIBR 2 (10 5 A B 35 S A5 R e, th By r
Aol ERBRAESE, XLHE LB DR A . WS R AL Ry, A Bt
e 2 A B 2 18] (R R R AR A NBEAAE R . &l 6 Pros, ZE BB 5 2 LT o0
WU i A S B2y ORI FRIATLRAI DA ST, 328 AR R A SR ST a6 28 (R TR AR I SR o i P 71 IS
AN AR B A, A BAT IR N A% S —bn i A5 R B B R, Bel# febegr
5 ERIERAE B G2 5, Wl AT, Wik, PEAUCES, AtnT DL IR ik 42 R 1
A, MR T ARH AN A B

Hospital Patient Data

W-S'_ de | Disease
QU [ Viak [5is? | M
1/13/56 Female | 0715 Hepatitis
2/28/76 Male | 53703 Brochitis
1/21/76 Male | 53703 Broken Arm
1/13/86 Female | 53706 Sprained Ankle
2/28/76 Female | 53706 Hang Nail Birth Date
Zip
Voter Registration Data Sy
Name | Bipihdalammtotmmtdincode
Andre &L/21/76 Male -?.'%Tl-‘i)
Beth 1/10/51 Fenare | o010
Carol 10/1/44 Female | 90210
Dan 2/21 /84 Male 02174

Ellen LI.-"']Q:,.-"T2 Female | 02237

Pl 6: e K 2 18] (R DL FE R PR B FA

3.2. FARSEH

3.2.1. RABUE FEMIE

TEAFPIHEE T, o5 R R AR A AR ZR . ARAABIEAE T, fiEA L
Py AR, EREIE AT, R A LR AR AR E R P AN NG R,
KW T . Hoh, ETFEMARE—DMREEA NE BAGE A ot bl Bt 5 00 1k, b
wAEH, A, WY, IS AR MR A S VT EC RN N o T R I — AN R k
PR — AR K EA, WRIEL P RN e ITARER A NG B R DRI R
by k-1 AN TCAHAREX Ao anEl 7 Frzs: %K & Problem (555D 2N AIKBAAL . 7 Race,
Birth, Gender, ZIP J& 4 I, ®—ndl#R2/ e T — MRk CHIEIWEME), Frbldehs
ANEE U HH e —ANREE AN N0 (5 B
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Race Birth | Gender] ZIP __ [Problem
Black 1963 m 0214* |short breath
Black 1965 m 0214* |chest pain
Black 1965 f 0213*  [hypertension
|Black 1965 f 0213*  [hypertension
Black 1964 f 0213*  [obesity
Black 1964 f 0213*  |chest pamn
White 1964 m 0213%  [chest pain
White 1964 m 0213*  |obesity
White 1964 m 0213*% |short breath
|White 1967 m 0213* [chest pamn
White 1967 m 0213* |chest pain

K7 32 kAR AR

3.2.2. LBS 3%

76 LBS BREEN, H P RGBT B OREf,  SRAT RSB, (FORS A A7 25 B 25 5 i s
R HIRERL . S T OR3P IO B R R, 30085 SR () 7925 6 FH P IR B SI2A67 5R ] cloaking
B, (5B B A (location point) #4 K h—AMX Ik (cloaking region), A4
POt R SRR B A B DT AN BE VU LSS . A2 B R IR S AR R
F—RXABLAREHI=FHER, WK 8 fk:
LBS LBS2 LBS

8

Trusted
Anonymizing

Kl 8: WI{5RaAA LRy ) LBS B

A =R G A s Bk, A ERE AR, RSIRHER . B R T
P PRS- SR, B A AREENT H 7 B A T 1 44 Ab B ALRA T I BRFA, R S5 Bt r e it
BRI RS o ERERR (S R INAC R 1D B alxd & inl al {5 (1 28 —J7 B 44 AR E 4
g5k, Hd s 3 Ar g AR B SL A E (5 B (location point), A —LE5¢FRafh
R 1 SRl I 2 A AR g (AL BIARE 4R B, 2) mIE 1R 44 AR B A
cloaking FEAGT FH A AL B JEATY R, FRAES™ K G 07 B DX R iR 2514 SR R 2k 45 il 25 4 it
Filo 3) MRESFEBERT M IR 251 K, A g FR [Rleh E AR, 4) BE 44 AR &5 kAT
SRR, 16 H eIl FH P JLSRA R 4 R [R1 25 F P

TEAZAC BT FE A, 9 B 1) SRR A ST B () B 44 AR B e o 1 iR 4537 K

44



AbFRAT EAHOCHIAT ) far it 45 FEA T SKORS -

P 44 A FEOE 3 R FH ) 5 B 2 k BE AR . LBS MR85 R k[ A2 AR 3 B
5 B o A AN A EASBE RN LAl k-1 AN 7 O AR D 50, U032 FH 7 O A7 Bl A2 K
B 4% o B AZARBIAE T P (A B E AT cloaking INF, 32 S o) BBk 2 A8 A RE R 3 — AN S a1
cloaking region i 43t Ae % [ i 28 a5 k AN P I SCSEAE,  FF HORE L - R AL ZEK

CHednma N e), B8 44 i (cloaking region [IHs /M KYEHIBRED 25, WA Ak 2]

cloaking region [ /5% . 55— EFa 2L T2 M XI5k AN P 28 gl 7ot il o3 4 55
K/ANHISEAR TG, P cloaking region S IHH 7 BT 7E FISE A BTG aa ¥ e i 4R 20 B /N
REf 7 o5 1 R 9 FLsh 2 Ba AL ZER I X 3. AR TV T Quad-Tree FIKE T~ Grid. 25 —J2
FHASIEE T H P AL B BRI 5. T i cloaking region & M S A7 B TFAAY i, $R35 H
Ll 19 HLi 2 BB AL BRI k-1 N0 JR 2 Ja T e X k. AR VA 2L T Graph (1.

Kb B B AR S ) A T2 B AL P cloaking region [ #E i), ELnsu il (range query),
FAT AR A Cknn query), SR F 2RI TR AN SIS Mk, AR TER ...

9 R - SSA SR P AR, an s 9 P

1. Location- 2. Region-
= based query (1 cation based query || R
o Cloaker -
*{j Query  —| Zparal
Processol e—/| DB

ey Besult |

4. Fesult set | Refiner | 3 Result superset -

Mobile Client Server

9: HI/'-HR4s#s 4 Mt LBS 7

A P B AL B GRS . Balx Raeie il GPS i & K3k A
CURIA B I BATHE 4 A B R 25 R B A R D), BRI SS 38 BEEEAT I8 W . 7ERERL (5 R AL
HidFEE: 1) location cloaker 4528 )0 R I MRS58 3K, e A5 il g5 P 28 RS (1) 47 B
5. (location point), A5 —LEXTRAMEK. 2) location cloaker f# ] cloaking £ A X}
FHP A B AT R, TR K 7 B DX IR R 45175 K A i 45 M 25 2% - 3D R 55 #5111 query
processor M NIl 25153k, FFEAE AT 4h ik 125 F P (1) result refiner. 4) result refiner %45 %
HEATRKE, JEIE R BOE & 7 FUSA B 45 R

FETZ A BT (1 2 2 e RN T AR AR AL

MR Z LT, WHEHZEAENRA RS . i sensor A58, RFID M5E R4,

4. AERESREAHERAERNERERR RTINS S

AR BB A A AN AT A5 (R B AL ORGP IR AN ] R R ARE , e AT 8 TR G R I I 3,
WHRATAH MR R, SO AR NI ER, o] LA AR, Wal LA, FUR AN
(K31 DL X Btk ey AR 28 (10 SE LG AN [ R 8K o SRABLZ AR SEAFX AR 0L, 23 = 10 8 54 1)
BEFIOCR ST LSRR MS R, Hild, S8, WEE M 2R ALA
THS, BATESRESR A2 rIE 1, XA ZSREEAARY .

AN e (R A 3 PRI 2 7] 52 B AR PR G 1 S SR S K B 8 AR IR A R, [R] IS
WE SRR FISI, T TR E O A7 1 AT, (ELZ R SR B A P I it 22
SRATE AL ORY (Ll A 2 A5 S B A 17 8D

FALH R A5 I, P IR AT R 00 A28 =T kA7 A, (EIXBLIAAA A€
SORAME, B R RIS o 12 =5 FFA A A AT IR I A B SR T A5 1R B RA PR3 o
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5. AfEEESRIE: AAEEEE — FHRE

XEF BN BV AR RO BE A2, A TSR I BR B RA DR, At RE T A2 FATT
M. X T RN S, BAEAEIE T ER S5 7 RENS SO ET XX S5 11 15 ) e 55
AR A A M I R S5 B T EERENE S AN OGO A, SR, U R AR IR AR

Hods PE AN S BRAR 2 /N (R Al S P Y RAR 22 0 ke PT LARE S 2 7 Bl P 0, s T
LA 45 A\ b3 DBA [IJTHI5555 . (Ho, e EsMu i AR 2 Pk, #lln. Holls Mg ke
Yile), PIZETT IR SE I RS20 s Bn et BBAARE R, B et % g,

LA B IEAE MBI RE R e, T-IER, T3 IR MR H LA 4 it e it e ik 5%
JRA T RTRE . R R 2 A, BATTR AT DU R In s S A A B AT s A g D&
BRI S5 PR R 3R A o

EEIEAT AR 1, AR AT PR 0 ) U T AT PRUEAE X L8 T s Kot -
BARM AT E, Berguhid, FATUARORIERA T & . SRR FIIEA 2] TIEMI. 564
FAT?

FATVOXA TG 200 K F: oG, i Edaaal e, fEiXans a s L
A AR 32 BRG], ROR Bkl —; LU, BBEBRA TR N e i 2ol L Re g ar &l
FAVE 2 ZIUE—AHel FE R S5 AL A IR AT T BT SR 2 JRATPREAE T
(018 25 RS LT 11 )

FEVFR AR R U2 /Y, BATIEREF > LU BOE H A Kot e b7 S5t

47

e ’
Y

6 >
e .

ACUE R, RSN st — AN BRI (Database Owner) iy
T J5 224 B AR TR — S Hls e AL IR S5 32 A1 - (Service Provider), BT I (User
Device) it — /NI JiF (1) 2 v 21 AR 45 B AL v 20 v 75 B 1 B

FEIXFE— A MY s S s b, —AMEAS T R ()RR BRATT P B & AR AT L
AEAE R ELBE A BRI/ N B TR i 4, IS A BRATT Qo] 76 3K ok 52 PR 40 75 o o] 25 B6E — A
ANEIAE PR S5 PR AL 7 2 15 IE A s S B AT FRA T Bk . SR ERAE, S eI ERE — AR A
PR PE TS

RTHBATE 3 AT K0S, 1 58 Wil 76 —AN s 5 (8 i BT &, SR
WA SGIE — AN AR R 2 B I E
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5.1. 7EIN% 5 M EdE EPITE W

X LR LU U Bt D T S AN N R S5 P AR 2R A M 2k 2,
AAEAE 7 BRI, (EEAE I Ja i Bl EAETEXE AT R, ROy, Ak
ARV, TR GE I I S AN RE ORUE N3 5 1) Kb A s i fR) 25t AR =] e
P LU RESCRF A A

ER AT AR R, BA T DB AR SN X R, AR R TR AR R
55 PRI A0 XAk B 16 DX T8] T ANAF TSR (K3 REAS R A (K 5 DA PRI ¢ T st vl BAER
UEFRATRE RS SAAT P 1 030 o (ER X5 i T 22 R 2 H AR (R [0l ) 25 SR ATEAE 2 — A
GURMNHS, FEH xR e 4E R TIEE, XA ARANACT o [RIIN X FR VA Wi
i — AN AR e, A 1 s (AR, AT ZEh R K X TR AT e iff, A
FEAM G DT P BRI S e 3 2 PR BRI, B LU AR i JEAR 5 R

I3 ¥ 53 BB ¥ A SR P S WA 21— 20T (R s EoRIE S ) H K, Xl
TR e S U0 i T it T A PR ORALE ] AR 1, SR I L BT AT
PRI, iy HL A IR A ) — A HER I S5 2R, TR 0T BT A BRI A3

5.2. WK IEMYE, TethE

FERE AR, I ARG PE M R A AT, B RS . A s
A IR B S5 SRR IER 2 H 3RS i R (Rl i 25 R g 4x?

E#ME:

PR AR 45 52 IEHRTR, RSP AE I [R1 (% B o4 2 75 2 IR s 2 vh (1 o
g1, MREHALR A B B A A 83 A WA IR Bl AR A o4l .

AR — AR SSFRAE R A RE 05 W L SR IR, FRATUE A RSP R — e A AT E
{8

BRI, 7EZ i TAES, AR Z 10 TAERIZAS M AT 7Titie, 14t 78 Mime, 284
(1) 5 1R B UE— AN AR 55 AL 7 A2 75 3 2 A ) I

et

— MRS PR W SR RENS AL A IERE, BATTHORASREH E XA R 55 B R T
(1, DU — AR IR S5 P Ot i A m] B B 00 Kot B JUR AL JSOR S5 R — 773 » P
CAER T 30k — A ARk S5 S Ot i i A IE A P 2 A, BRATTIE /5 B R0 TE — IR 5 S (L i At o8 4
P

Priff iy e s, A TaEr— i, oSS ft i REnS 48 B AR 0] B (1 2 i
iR, BABKAEAT N IEF A LR .

A SE AR N ER B, AR BAT PR SR 2 Fr K P I AR A
O BESCHRFARH AT IR A B2, 1y HLN s AR s (AR, A SO A MR 5 | s 4 ok
SEMBAE R, B AR BAT R PR

FTEL, BERGEEH —FOOTA /N, BERS SCRF 25 M & K 58 PR IRAIE VA AR H 1A i o
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6. W7 RIEM

(1) gREE5 M “ RIS B AEAN ALK N 5 SR AR AR B 5, IR DO e A fE
gz etk Rt

(2) ARAEATR A FRAE 2 GERD 2R, 3R AN I SEBLBOR B k7 %o mIAR IO Hd
A7t B A R Wk vl LA I Rl 47t /20808 128 2 1) A S IR LA (i g o &
TN EERIAE ) SR MARAS LAV REAT SCRPAIIE AN, ST DA I A1 0t 003 AR M B R 5
HHRE RS GV BEAh, ] DR I S HEARM S & 10— 8B M 5, WA (2
JEERD AR ZE I ATl A BROR di 28 ORAE Bt e Bl ) vl £

(3) BRELHFTU TR (1 BAAA LRI FI AT 45 (R i AL IR 55
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WAMDM Technical Report (WAMDM-TR-2006-5)

Flash-based DBMS

F v ®7  (Mobile 40)
1. 5|5

1956 1, B PUEREEA . L, ASAFEEAE R 7 B s o LR HER e L ) Ak A
R INTE S T A, A2, A1 S R FH TR B 2 5 TR S L B Bl——
W] A e T AR A R SR 7 WM AE IR R TR S ORI 2 Lk LR C AT K
P A BT IR AL 7 R B ) R ks e A A T T I e, — 7 T A B s i 5k Sk R
B, T3 1 SOR FI AR 0 st OC R B e (R ST 58 o Al BN D3 2 T G DA 2 A
TSR H A B, Xt 7 Oracle. DB2. SQL Server 254~ H RS .

1969 1, HIKMUEA . ML, ANSARMRIIL S8 10 7 2R A TRRAE AR . | R PC
PUI ATV R, AR, b AT TR A 1 i Eidis e 22 SO ESREEI K B A5 B 2 S5 46
REVE——FE 50 0 P DO b, Wl A e AR R A 2 H SR AR E B2 XA ek A OR
AT PRIAE AT AR IR A 0 e B e B PE NG 380 2 W W 1100 B0 e A o SR A% 498 1) 5K 3R B8 P AN e i
POXA ), NATFEER FO N ) P S R G T, TR AR T8 R F R 9 R AE,
P (0 7 AT B A A A o AATIIF IR IS TG H R AR 000 b ey R A% D — % DL ML PR R 25 4 %
Google G A LR

M 2 (15 2] Google MIAE, 7EBRIAIGAE T AN T2, A S SR 12, W
— A A R E BRI AEAE N . SR, ANZRIE BeE 71k, AR EEFIAE F i 75 =X
1EH S — HHR AR AIAN L TAER E KA BT PC HL, TR AW T vH
Bt NGRS R IR N 07 ORI TIALE, TR R T N s i s -« RE
U, AATTIAN AL T RATIXFE R v SR, 17 2 A B2 B IS B e e 4R ) e ZE Ik () DR A7 L 4%
it S A B AR SR, TR R W] T A0S A AR B s MR AN U AR 4 o XIS, B 7
SAEER T —EHUR PR ot ABURR, 305 R AR B R g
FEORR PUBPERZE . e K545, AT CIE AR B0 A il S PR BE T B A AT 55
T, 1988 4F, — UM Flash K AVEAEREN BUIEAE T, S HBE R, PUERE I, A
AN AEREEE R W T, DR Y T RS2 T AR B 0 B R T AN B R A
AU

Flash IR R RZ, 15 H AT d50d & VR K B A- A% /) 24 8 NAND 2 Flash, & ¥k
Iy i b AR ) AT 2 AR 2 R A IR B A A BT, SR ITARAT 80 A A T A RE R 3
P ? R HCE AT A AR ? ORI R A RE W FE TR 7 T I e H Al I A G e A
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Flash 1742 55T R K200 B SEIHRAE Flash TR iE REATAH@E 2 ) {8 M]3 T el )——
ra$dh, SRl T Eiig? By B E N SO a6 - OB 25 5

2. NAND Flash /44

G, NAND Flash 525 504 (3L AR E N T (page), #RIMTEE. 5 % i 75 (6 A i)
HIA—FE, —BSAIUE 1 3 2 10 5. Uh4h, Flash RAVEEIRERERS, WIHE
SeHEBR IHA B A RES AR, TEERIRLEE e (block), 8% — M &4 64 NTT. #ER
(R BRI, T A — SRR B B, 3400 100 k. PR H—AMol 7ok H
AL NAND Flash % 2. B 1 /& =2 KOK8GO8UOM s A ) Flash 4121454414

1 Block = 64 Pages
- (128K + 4k) Byte

/// 1 Page = (2K + 64)Bytes
- 1 Block = (2K + 64)B x 64 Pages
5‘]2K Pages . B . A A . LA -, LA = (.I28K+4K} ByteS
(=8,192 Blocks) 1 Device = (2K+64)B x 64Pages x 8,192 Blocks
< = 8,448 Mbits
8 bit

2K Bytes 1 64 Bytes
A/

i
VZZ777/7Page Reqister 7777777 UL O
- 2K Bytes " 64 Bytes

B 1: NAND Flash ZHZ% &

ME R LI, 44 Flash [R28 50 8448Mbit, b 517 8192 ANM#iHe, AR 64
AT, BIERT 2K MEEEIX 248, & 64 FATHASN = A TAE R R A 55 R BT
Flash 1) 44, A& R LUE 3 —AS— TN 544 . 9952 b, & —K Flash 5 #:4F
it SAL XA AR T e a0, BARAESEBr bayr AN B, B S AR TR itk
TR BN B A (R 20 30F0), ARG PN Ardidin i e, T DO SRy, tdnrbh
WA W R, H BV B R CREAS 0 % R A 0k 20 ghFb): 15 45k
VEWR T AP BL, 58— B3t WA N B 27 4795, AT L TN, B rT LABEHLEI N,
FLBALA A P RECRBR, A7 15N IR 2 20 9hAD, 5 B B 240 27 A7 2 Hh i 25cdis il £
| Flash I, B[R] 2 200 kb, & —UJst il F R AEA — R BAEEAE, #R17 K37 NAND Flash (4
A SEVFAE R BU 18 LA P W% RS JE S 23 JLIR SN A48 b g 4 ¢, 3K R 1 i A partial

page programming.



ki T partial page programming, NAND Flash i85 5 4h—Fh A = B EAE, R Eds %5 17 4%
AHIG, M4 copy-back. UL, AHEANEE DT AR BB AL B, TR AR B 5 s
TAEART, RE ARG AR 1 H AR bR Z OB [ A B Flash _EBACE, IXREE £ T
TR/ 25 7745 A RAM Z TR P NS RE . 9o, EB 3 N\ B %5 7788 2 ), Flash fuif
AL B LA N B 10 77 USRI 2 2, AR5 R A 21 H R AL

3. 2T NAND Flash 53R E R S5

51 EH, FATEIER] Flash (R FHFRET 0z, AN RS FERGE T 258 o) e A7 AN [F] (1 4E
TE, PRI 500 R T R I SR A A AN AR ] o s b, 0 TR SEAEE I (Bl AR B e — A
(EAFRIF ST Il B, XL, FRATTHRE T AT B P N (¥ B4 R AT Flash by st
[ /o Ok SR A PEASE AN W REAEAR AT PR N A& HT, R AE 08 40 FH OC R8s PE 9 A EL EE B
T, A9 2y W) HR DK EE L) e R B BERMARAEAE L IR PDA B, BEA R AR5 D 58 R T
TR R RE R USB key 5545, [KIL, FATAGHESC R Ed A7 NAND Flash E ) sSILAE R
RS0 Iy, EAHARNRENARE, FEaR:

3.1 Flash-based DBMS A [F] F R4S H030 B VP FaAs

1T 1O AR TR 8 B 1 TERA, 1/0 WMo, MOl e I PR, PR
SRR PRSI AR B, T REIR> 11O AR fEff. ZG1. B AEIRRvFsKE
L H bR 2 dse M 110 I8, SR, flash SERE R S2 AN PR, BN, Sl EAE,
EAR TGRS ATEEERR: BRI IREE . BRI et i, H L2l 110 IRECK VT &R
GREBIMREEL? 20, BEREIA (D Fifg (OO WA ASE, 78 e bs vEI it B 1% 7%
JEXXAF T o WEAh, Flash K2 H T A2 BRIGEREE b, B84 - F A Bl s s e G e 5
Se AT NAZAE A I I Febr ok i, AT SE IR RS Bt 2 AT FUR A Bk X o
FEFRAIHTAS S IEA), VG R e bRt Flash A Sk, BT 240, mLeighs
S FHARF IR A PR el AR A . R R (1), 0 AT S8R bR R A B R, I & 45 AR AN A4 b5
FEIR BN RIS TT 56 o SR LIy o) ] MEHE 4

® ARLGHAAVEREY Flash 52, 5. #HEEMIRECZ AT BRI E R LR?

& RGHUNFES L. B, BB AEMEELR?

o W LUR MG N ek m R givERE, BUE N T A NAET IR R Gk RE, AN

A7t R Be LA — 28 Z TRl e AT 2 2 75 ] LUK R GE HARBOE A LEARAT 45 58 K
N ARSI, RGEASRE S s AR FH B2 N TSP e e 0 ? ot i, REESEI
ARGET WAL KA, RIS SCRERS S5 AR ] A N AF



3.2 Flash-based DBMS A7t F1ZR 5[4 8 (DA K AR B s 3% [Bl e 5
ES)

MOSWFFTILAR B 238 mT LU Y, A FAR SRR LA B 57 iR A7t 05 3sUs ok Flash (G
IRBAMARGNEREM R ] H SO i A7 A r A Bl AR e, Bk
W BB Z Flash b RER 1S Flash S5 7EECHE 2 N PR BE 459 21 & B R 2
A A E SRR 48R, XA A GBS TR, SR,
BATR DAL R G| G AR T Flash 2 EAAAEARH T 8L, PRI L8 n) AT T U 9H
B, RILT Flash BRI G5BT RIRSUITAE, AR5 IEAER B S HOB K 7 SR M pRak £ ) L
Hi T Flash fEE ST BRI —Frtk, JERAAIT AR 51 %, AL 20 by I (Rl
ATSSTAE V-7 FAY 0 JE, 1 ] R A 2 ) R LR 6 2 e e 2% (MU PR RE P 2 BRI o it e
A8 AN [ F 57 33 [l W Semes vl e e SR S Vb REI B R e EIB )R] B 4500 -
® /£ Flash FUTAZULRMRG? BRACKU, wRBdE— R Bhid MR 514
H 235 MR RR O SXAF i AE Flash B2 AS[R] R 2 18] 1 Bt At 0 B AT HH AR A
N RIANRI R G G50 Z R R AE AT A DR IR 2

o biRaity I fTEY? LR AT BRI BRSO 2 A, R R MR
Flash (195872 JATTIUAE (1077 S8R5 58T 70 ik 4 AR BR DXL R sl 3 — A IR 51
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mashup K7~. 4% Wikipedia IR, Mashup 25 2 AR SCRF web api (198 FH 34T HE
BIMEEIIHE web R4S XFHTRLMIET Web RSN HFEF IEE Internet &
WG o BRI T AR B DR 2R 3 1 P AR A A B AT IR S5 Rk A I — AN
TR AN BT A, B3 S N A IR 45« Mashup JITRERIFH (0 A0 o ks R 2 £ 4,
LI HATE, ERE public APls, XML/RSS/Atom feeds, web services, HTML %%, A
1% K Mashup EA5 Web 2.0 (%5 5. Web 2.0 ) 3= B JEUS & 76 HIDE )1 2 N7k K AR
DURRI AL ZI0GE BTG, PMER L 2 b AR OR E . Mashup AR AR & #2374 FF Web
I AR P ik B IR IR 25 R0 P 45, () A AN L A 20 2R L A7 R AN I 25 () ity I
(1), HCHEAE BT A G ST 2 S B IR Web AR . Bl B
KHEZ 1] Web 3 55 A FF T H QU api, V2 N L& FIELE H eBay, Amazon, Google and Yahoos
APIs FJEEHTH Mashups, (EFHXFRIT) Web WAL S TILSE . X SCFEXT Mashup
(173 FFNBERG AT TIRA IR, R AMEEE G B0 Mashup 75PN 5| H T
G ) — 8 3 BT

2. Mashup 4328

TR A 2] % 44 1 Mashup ZERSEAT IR ET ) — 26 . BLARILIK Mashup
I FH RS AR JLS A
A B Mashup——Mashup Bl I 5 BHGAH O oEdlE (BlaniEfmidy, O m
WA AT, AT AT R AR 55 ) R AR R B i AT Ok . CelebrityV SL 2 IX I —A
I F—"E 855k B Flicker (1) BT I A FI5K H youtube X 1 B S AR BT 48 64T T DS ECAIZH 4 .
HWRWEY Mashup——HEZAEY) mashup 76 mashup IXANARIE H L BTt DL AR K
IfH) T o 75 Web AP tHIRZ 117, A AH 2 2 W4 T, 1 BizRate. PriceGrabber, MySimon
F1 Froogle, #f#i[H1 T B2B HiARmE5EHINEL (screen scraping) [#)J5 2ok Bt 5C I 4% %1
Pt AT IO . 2 J5 4 T2 RE mashup FILA A ERY) Web N HHREFHIARRE, 500 eBay F
Amazon Z I B Wik L4 I R Vs i) B A TR A T H A APL
FriE Mashup—#r[E 5 (AL 4. BBC skiiE+l) £\ 2002 “EfLffi ] RSS Fl Atom
ZRIIIR G BAR R RAT S F AR Fr 2, DA A IR mashup n] AR SE—4
P B4R L, AN IR AR, AT 36 A2 B2 R IR % R o Diggdot.us 1E 23X A — AR H .
Hi & Mashup——Hh |8l Mashup % %) & & it —Fh 323 Jy /& Google AJF T H &1
Google Maps API. I B, LT P & A7 B s 16 B S 35 ) R FH b P o 4 APt # (1)
KA 7 20 LB H K . Microsoft (Virtual Earth). Yahoo (Yahoo Maps) F1 AOL (MapQuest)
WAHRYG, RPAHGATT T H K API.

3. Mashup ZE#y
SEAR BT 1 K % LKA 0T R f 70 Mashup 3 5097 6 1) Apache Web Ji
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Z-9% . SR T AFE HTML HI1 JavaScript. JavaScript T —AEiZ A AP AR
FROLMIRSS o » $4 % Mashup [FIZ 4R HEAT N 284145 . 28— Mashup 19417, JH 7 17] Mashup
Uil KBRS D J2 R BT AE i s R0 s 0 A w0 A T e P A, — AN SR AE i — AN S R S D
e BEE FEERY Web Aligs#s, A A Google Maps API #2451 RS, $44T Mashup
IR AL G A AR T HLm ) W gs T R . — ek, Mashup RSS20 K 3 J5THI
MZ%: Mashup 35 51, AP A 4L DL HLI) Web 30 5525 o

z= P HLET Web Mashup 5
I % 2% it - e.g. Top 10
.__,:;i;f—-' —8 Highest Paid
Women
Informix of DB2
Apache. PHE wODBC Information

Google Senver wi
Google Maps API

B 1: Mashup Z&#

3.1 Mashup % &

—A> Mashup I H ] Be 75 228K B 2488 10 E BT & 040G, Mass ks,
13X AT 3L Mashup 3t 5B 5 2 Mashup AR FTZEIHE Ty« S8 Mashup X ZE8 411 Web
N R AT LURFH LAAE ) Web BR45 254K (Java servlets. CGI. PHP m% ASP) #4itifk4t
Web NIRRT, FRATHIR DR 1 AP JF 4R 3 vl k30 Y 2 it (1) JavaScript ME4715
1] THEXT T Mashup IIFAT K BE, G FF N2 o] DLEHZAE & P B a2 o i & P ) L
JEIA (R JavaScript) 2% applet A=f. FATTH: Mashup A FH X AP 5 iEF A E Internet 3
R (fRiIFR RIA),

1R P LG EAT Mashup N H I N A FF, LA DINERGGn T - &2k, M Mashup
Je 25 45 1R F FEE AU, S%oF I 55 34 PR BT 7 A ) SR 8 e e B vy L T 4 DA P 24 T8 PR A ik i
Ky Hk, MWHI PRI ERGE, HAE L TC8E F RS Ot i ml LA SR P 2 — 8 40 ik
ATHH, A FRIHT A UIHD, MARIX PRI D RefS 2 T Ajax IXAEIT Web B AR Y (1) A=

3.2 APl AR ALE

fATTHE LRI PN 25 Mashup BRI 8 T 5 A RIS T, ABAT PR H I
KAWL Web WSO AL (111 REST. Web JIRZSH1 RSS/Atom). F4 fa H (1) Th g Al
{EH], Web PSR LAAy A PRAL. 55— 41 AbER g . B iR SFUERAS AT in) . A
AR SRS, FRON TR BT S R il (Simple Object Access Protocol, SOAP).
SE BRSO AT T gy, SXFEm Al DUE R AR S B il (ir HTTP. 1HOP. SMTP s HAR R3O
TEM 2% BT N — PSRN s ST MR S5 anA] 22 T AT & BA ] /e i 2% AR B
R AT EAEARMMSS, k. RIVAEE R (Universal Description, Discovery and
Integration, UDDI) & # AV il il 45 52 SC T VRN RO FAHSCII M. 95K, Web FIELfEfE
AR 2 AT R (1) 98 A B U v] Be A 7 (oG S APL, Mashup B H] it AR B 2645
S, AT DUTE I T AT 5 30 ) B R B SR, 38 3 R 5 D THTEEAT 40 AT, S Mashup
TG
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4. N2 Mashup & 5| H RIS A 7

Mashup $ARIEAE H oA 22 Wb A FH B I 7 AR i B, X il R 2 AT ELIE (1)
AN AT 5. Mashup IXFERE 2 AR A L AT 8 1R 2 158400 . AT SR A A I S 4k
MAEGE, F¥ UPS 5k FedEx S5EPidi 20 v M EREREE 51T il R AL Aok, $ bl sokas
— LR 25 W A5 o IBM SET T IR SSA ) ridefit T W Strikelron 2 2811 BB AL
ETHE, HU P SEBCR B A RO EHR IR, SR, MR Web N H]

— 710, ANV AV 22 JRAS HEAS BEAR L 48 b A7 1/ B R G R N R P s 21— .
DBMS. WHE I RS Amiz i UAER RS HS n] LIS, (HiZ A w440 AAT ITF R EE K
A LRI EATT o BE 238 0T B R B U AR S DA A BRI ) B AR, i A A
IR %o I, Al i 2 — MR T X LR & g — M P & XFERT &
MAZ R AE(ET DBMS. WA RS, )= Sl G- M G R M B 55—
[0, [ATHH 45 H RIS R B H R A AR Al A R A 2 AR B Bt =a =k (R i,
A RSCRS, WL, HLF M, YRR SCRPEI A AR o ST IR RIVINE . 6 3803 R gy I P A4
H TR ER, B E AL g Mashup B HHER T AT “assembly” kA0 “programming”
1) AR

(HUC = Hydrological Unit Code) {Geocode = Latitude/Longitude) (Geocode = Latitude/Longitude)

=] Microsoft Excel - oJEd

File Edit view Insert Format Tools Data Window Help

(= Ry -0 - B I US=E= A 2

c4 B % 34104 Naples
=] Florida.xls
— = = - = R ==

1 [First Last Zip/City Policy#  Value - .
2 |Peter Pan 33101 Miami 1234456 250,000 |

3 |Mickey Mouse 34101 Naples 1234457 350,000

4 Minney Mouse [34104 Nagwes 1 1234458 280,000 2
5 \Donald  Duck 33306 Fort Lauderdale 1234459 450,000

6 \Daisy  Duck 33306 Fort Lauderdale 1234460 375,000 -

7 |Scrooge  McDuck |33114 Miami 1234461 425,500

8 |Bugs Bunny 33601 Tampa 1234462 625,000

9 |Capt Hook 33111 Miami 1234463 580,000 )

cady ; - 27 :

(Zipcode) &l 2: #i& Mashup HITTR

B RGN AN B S5 () 1) —— 0% Bk N — S AR L A F W T —
5 8 AR K (PR IR0, A R EERAE A — W BBt K E VR TR, KX KRS A
WK RIAT VAL« Wi 2 Frow, A RS AN T 52 X 0 52 KGO TR, A4t
T LR B ) ZipCode T8 i (93 Water.usgs.gov 4k A /K 302 B —Fhgmbid, 4R
Ja A uE ede.usgs.gov KK SC i A A S A FE R oR, & ML dotd. florida.gov I
I AR e M B2 KDL 28R, W Web B & AFE TIXFER—A Mashup W H]
www.floodlevels.com & I T 2k H _F3dk =AWk 1R ) 28R RS, B EL B3R T A ZipCode #r i1
ZRAGOLIIDIfE o B Wb BAF vl A FH (0 B 05 5 N A% 45 B 80 S AIE
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T TRTBRAT K A 3 Al 2 Mashup W TR Y A 77 T8 43 B A7AE I 1)
o BEAH

P& AL 2% Mashup B AN — 2 2 N ZAHGES , Web b A7 7R3 1 22 X0 AL B AR B s 3 H
FRTPRARSS . betan, 5 1 R0 M5 www.floodlevels.com il & — N7 1 AT i A2
M ZipCode #5152 17 LI Mashup 3 i, e B7E Web {5 . AR A0, R I0AT
A ) Mashup 1F R F A i vk 07 R, ERCR AN ZRobE B2 1 R Rk,
KKA 2T Mashup B H 53 I A1 K IR 98 IR 2%

FR—FFE XML R TR IEAERRRR . P98 2R 5 43 T I 3 P BN B ) A
KA A Web AT 5% A WA S Mashup %235 il F & 3152 i 254 “Flood Levels”
e FXFEM— > Mashup %5 www.floodlevels.com 3T . Mashup %85 & 415 1) 1) FSUR
Deep Web fJF 5 45455 HH Ry i 288 ) 25 5t 100 A B e i A S it ) T Ao AH DR W8 U511 A 0 75 2t
PR J7 T ) R, — 2 AR MR IA , & TR 5 P F5 K I VLACAEBE . Deep Web %%
PoIRRIRE s AR, R LU WA, FRATTRT DAANEZ I 52 2k, 5 SR I &5 A AL 55k % Deep Web
B IR AT 58 SOF MBI i AR D (HIEXET Mashup BOER 3, Bk
PR M2 ] LE 4 2R 5 |2 g Mashup FZ 5, A HEWT 5 5 T3 R UL RCRR B

o Fkkix

P& AL 2% Mashup B IS — B B P @R SR RIE, X - BEAHE P 5 T ) 7 X
TG, AN SRAE TR AT BRI £ B A 1 T BRI ¥ Mashup ARG i v 175 K
A2 H o] AR G _E AT EE N M. tean— H Mashup %535 www.floodlevels.com
BFULEHE, MAE N R TFEAER PR (T REEIEED F1iZ Mashup 2 R 5 AL
PR A IR P TT 50 Sy — 710, WERAE B R R B BTG VE R B B S bR I AN AR v LA
M) Mashup, B84 H P RAHEMAIA R RER K, HFNRIEZITFHE R 2 A 57 8l
JRZ A1) Mashup @45, FRIAH MK

o MNAHME

A B Mashup 3248 MAS LRI SBIL, — AN REA 1) ) 85 A2 anAeT £ — AN FH P AT (R 3 455
N, SIS AR: (RS . T2, RNV MR M %2 2
T JE 20 FE RN T Mashup AN F R, & IS 38 2 B el M o SRR I B
AR—A Java seript T, WA PHP/Java/Ruby X Se4mfiit 5. Hk, FRATIE0 1% &5
RS P A B R SR B e g 4 3 T — AN IAE nT A A ) Mashup 2R, AR an S ik sk 4h
AL APL, B2 PP OB SR B R P B SR B RS ok A B3 1, X e AN
SER . WEUEUE, KB B TR R A R & S E e AN .

[4TH X6 el 7 (E AL 2 Mashup JEAT 7 — 28R H1. Wil 3 iR, A Mashup fx B2
M7k R TE S A 8 F oS — Lt B2 ACAY (Procedure Code), X7 vA5H &
FORBRAR 7, B — 40/ SR E A B2 A T 2 B CoR R e S 1y o 25 R i
FHZELT XQuery 75 BT #H)3E = (Declarative Queries), X Fli 712 Sz HILE S 0 Jhy i 8,
2% A I RE EEEAY AOATE 5 A X R IR E D IR, AN DGO — N 0 () ARSI
SRIMNS 1) K 18 1) 75 =R 3 SR, A TAS REARCH A AT T 3R ML 5 (A e » SEBR 2R vE
AR EBALITT R 6 A R B Be B IR A O

LA 1, HEEMashup N T 5 2L 1 & Wi 2 /0 N A W R AR S,
Fik Ty SEBR I Mashup N AT Red K BB IEF R B 2, B, KaEpublic APIs,
XML/RSS/Atom feeds, web services, HTMLA54%,  [AI b fifr] #4 2 — AN BEAR U Ab 2 22 P X 57
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JEHRIR - 6 2 L BAT B o

Procedural Code
GUls, Spreadsheets, Wikis

L. ok}

Declarative Queries
- b‘.‘-um--.-a-,.:-;{ﬂ
(@trustinsurance.com”, e
e

gsendMail("suzan(@
<highRiskPol:

i
it

for $i in

respongng policy hokders for each oty

ch (BpolicyArT & Fpoicy)

//policies/myclients. xs1”)
o

4 Standardize the address

FpolicyZone = findZ one(Spalicy-»addr ess);

I Check whether this policy sffected
{oreben (Szonearr B BZone)

if (Bzone == $policyZone)
#Th\sﬁol\w carries & high risk.
fiInsert into high 1Sk arr
Jriskére ] = Spolcy;

+
¥
#Send emailto manager for high risk
sendEmail;'suzaniUstinsUr aise o
riskarr);

www.floodlevels.com™)
000 and

pplgies
i "High risk poiicies”,

</highRiskPolicies>),

Simplicity
&l 3: #7 8 i Mashup

A nT RSz in), H BT RS 1 20 0 FH P SRR I A ey BT S P 2 7538 A 5 1 ERL )
J7 A We ? S BRAR ) 7 2UR, M AER S R D1 IR T DL AARE 5 7 AR A B A
ANFEK, S Mashup RefS A aM gL, BRI R 1 EE A AR RIS -, ez P
Z: 5rpal ik B A gt e, 91 1 rh RS 28 20 0E i 48 Z “ flood levels for zipcodes 33101, 34106,
etc.” M EFIRTFE ZE . KPR BRI AMNIAZ B 7 X8 e 75 28 B 3 R IR HT - 25 1) N 5 AH O
(1), AedE BRI Z A Ao CanlE 2 R D I H A BRI S TR R I8 AR 1Y)
Fenli b, AERRURAIEA TS join (1) Mashup #4f . [1]7EALEE Deep Web %k 45 sl (it #2 4,
H 3% £EA 18 A OCEAR R AT k), IRl B IR A i ae 00 AL Gk R B H P R i A

Source 1: Used cars for sale,
Accepts as input a category or model of car, and optionally a price range and a year range.

For each car that satisfies the conditions, gives model, year, price, and seller contact information.

. i, A2 B PR
(K1 5 R, AL

Source 2: Luxury cars for sale. All cars in this database are priced above $20,000
Accepts as input a category of ear and ar. optional price range,

For each car that satisfies the conditions, gives model, year, price, and seller contact information.

AP 1992 42 Gk
77 18 B 4 B A+

Source 3: Vintage cars for sale (cars manufactured before 1950).
Accepts as input a model and an opticnal year range. '
Gives model, year, price, and seller contact information for qualifying cars.

FIVEL o ABA 8 2] LA
HE B¢ Source 3

Source 4: Motorcycles for sale.
Accepts as input a model and an optional price range.
Gives model, year, price, and seller contact information.

Source 5: Car reviews database. Contains reviews for cars manufactured after 1990.
Accepts as input a model and a year,
Output is a car review for that model and year.

Source 4, K AIXPN
B IEASEHE S P
AR N 2 s ok
BATTFEA A Source

1, Source 2, Source 5

[ %% . Source 1 5§ Source 2 (% 5 Source 5 )% A4 model Al year “7-E¢ I & a] LIfi%
FE, i i A 7] Deep Web £l Y5 (R 0 3445, TR RCReE B R B A i 48— A
TEIX e SCE T, AEERRT GARRS R BELL A R —, Bl Deep Web W3, iy FLAR e % 44 193 3 (1)
PO G ST T 00T, 8 T B N 1. SR, 7E Mashup MR R,
FRATTIH G R4 25 SRR =, Gy S g 5 AN S R B U R AR B R 0y, 42 11 DA JG 3 AR I 25 () Y T
FCA T B TSR .

o iE X HIELitk

TEfi vk Mashup B 82 i a8, 35 X (Semantic) FTRFAEZ5#46 %dE (Unstructured
data) [RJALEE P ICHERB . 15 ST IS — AN B 7, F 5 A % R,
BT REAE ] B SV SRl AR e R AR AR I, A Mashup )3 ] 75 2240 21 311X
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—_— e
ec |shv@almaden.ibm com. <t

@ <Ceiotmetanton o> Io [ombowscscoumbacdy {3 BY | 3 b5 5 Sh— L {5 RAE

o L A e e PR, B

Subject |Re: Fw: missing ACL paper %%%/éﬁlﬂ%”ﬁ% %%ﬂ\ﬂﬁ

Dear Owen, E%EEmail %ﬁ_\'ﬁgo E?%%:ig‘xaggﬁiﬁﬁr
Z[ zi;:;::;::d;zzt:::zgg"_.;a;er's Final submission ]:F‘ﬁ ﬁﬁiiﬁgﬁﬁ%:[’f/ﬁo Iaﬁﬂ_

I have :ece:t,ll',' carried ocut the upload of all three Beineke ﬁﬁr]?ﬁﬁké&iﬁ%%ugjﬁ%{%’%‘
versions of the paper agai and I beli '— .”a‘. T H{JEE.)L%—%‘ E@%fﬁi-{ﬁ, ﬂﬂﬂﬂ@*ﬂ:‘{ﬁﬂj

be in proper format. Ir hi
be happy To make t©

i it 55 B KB %2 (¥ <male,

female>, <M ,F>,<1,2> %5 £

oy 718 A — 1 SR AN [A) 7 2GR )

HgE— kR bR AL — AN 545 1), Microformats 9 1F 7 B S EZ
B, A

¢D) b H A 2 R O 1

fe BT HFE. BRI £ess )y #AE B b vt SO R B . 53— Jr i, AATEAER
PEAR ST B A AR i R A R s EAMCTAE AT SO St i it IXAERL sl T L ELA
ARBR T o AT AT ARG R A R B AR A S A A AR R — N IR SRR R R L, IR
Mashup £k 2 N il 7 AS A - DAL AT T %5 18 (K A i e e 26— AN 7, 25—
Mashup W JH 75 ZEAE— 43 % 77 BEREAN— 5 B~ WS 22 TR e 44 A0 R 35 5 7 B L dEAT I Fe 4
VB, 8T Ik PR ES s il H T gt A 4 P —— T DA 5 A A 1) R 3 S SCA R i B <
A, HOIE SIS —oodl. Wi 4 (D FioR, #%3Ch Beineke MBS T — AN

@ po e i ) 3 Io .':WWTEQS@!:W@ s W, AP,
i cc |shv@almaden.ibm.com, <h: e . .
2&?3&?:: Lifei’:n 09/03/2004 bee | B &'ﬂ ] ﬁé * H XTJ ‘fﬁ?’ % IE%IJ J'JFﬁH B

Sunes (e Fo oo O 33 ) 0 4% RSB 5 7
Dear owsr, o AHZWR I 4 (2)
One thing I forget te add in my previcus mail (re: confirmation }Eﬁﬂ?ﬁ/ﬁ‘%%, jqj IEHEEB(JEE

::mbi:rzii;cever reason you are unable to reach me, my co-author Ui IEAVE Beineke 119,
Sh'ivakumar Vaithyanathan will be reachable at 410.'555. S ﬁﬁ%;i{k/ﬁiﬁqr %B/A\Xﬁﬁﬁé
- TR L R R

ke ﬁﬁ)ﬁ\ﬁ@;‘%gl S R M T R
RS HRE ko TR, FEXELHILE
@ WA e, SO

B 4: M Email FHIEEHIILE B (R A TR AT

FIHIAB AT BRI R EE o XA, FoAT DO R 5 AR I R 7 B vl B — B8
JHERVFR] LA T 2 ) 4 R G AT T B A i) “ Beineke phone”, 825 [l REH il AT 2 5
R <A, WS> oudlREg AT, IF HEGRER PG R M ERTE, 8 G b Bl
K4 (2) ProsiiiEtEol.

5. ZWRiE

Mashup & —F& A XA IIAZ I Web W HIRER, EAHT T AT & A YA 2 21 1
FRAVESF QIR . 2 DI “AH7. SEPsE3EH 1 Mashup N %2 1 i1
JUORAE AL HIF K, TR 5 HIARIE DI 5K Y Web o HI P B BeAE— AN A8 H U
KU BT B AR <4137, AN VBB R AR iE Mashup B
FEFF o RIXFEIF 5 L AUR AL REAL I, E AV EE3 B L ™ S-SR B AT R R e 05
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T B A EAAR SN 3 Y, Gnoe) T SRR B AR 0 45 R A0 BOH (R A A B A S
1] A& “ B 7. Mashup N B 11k B 2 /M YR (public APIs, XML/RSS/Atom feeds, web
services, HTML) [¥{5 JEA7nL, @haAut-—0R A, Mz = E 8 K mm . XA 58

‘@ ProgrammableWeb: Web 2.0 Mashup Matrix - Microsoft Internet Explorer gﬁ i

File i\ddrfss‘ej http://www.programmableweb.com/matrix Iv]Go : O T Links Googler [ "'l" i
[

Programmableweb

warld's vour prog:

Home | Blog | The APIs | Mashups | Search | Share | Reference | How-To | Contests | FAQ | About

Web 2.0 Mashup Matrix

An experimental matrix of Web 2.0 mashups. Usage, definitions, FAQ
As of 11 Aug 2006 (generated ~daily). Or view with all APIs (large). + View options.

01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 4121 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 4|
01.23

02. 30Boxes
03. 43Things
04. 411Sync
05. A9
06. AIM

10. AOLMusicNow
11. Backpack
12. Basecamp

13. BBC

14. Blogger
15. Bloglines
16. Buzznet
17. del.icio.us
18. DigitalPodcast
19. EasyUtil
20. eBay

21. Entrez

22. eSideWalk
23.ESV

24. EVDB

25. FedEx

26. FeedBurner
< m | =

# Internet

F=
m_—l_. Infoprint... H (1 ATET Ne... H @ 20 Lo... vﬂ @ Anant J... " &) 18M Acc... 4 Micr... 'r 100% &k é. 2 S E@M 11:35 am
B 5: Mashup 4iFF

BACE: E& R A R M T U A CAORAZTRINRE), B 1E IR,
ST B BRI A SR GBAE AR b, s — T8, AR A SRR P A 2 74 ) e 110 1 P
SO0, WA e ST T 1+1>2 71 5 . ProgrammableWeb.com X H # internet 3l LK) Mashup
N BT TREEE e v A iR . @il 5 5 Mashup 55T, R FEARARE—4T 51028 X ARAR
FH CEAEAEIXFEM) Mashup, ‘& AEIZAT FHZA AR 15 BRI LGl T T 4S8R E1HT .
B R 22 1915 ERIFAa X AR ATE T B G APL, BRI 2 146 R (1) Mashup 3 FH 401
JaHFFMIL, X Mashup HREKEAS T F 6

B30k

[1] Alon Y. Levy, Anand Rajaraman, Joann J. Ordille: Querying Heterogeneous Information
Sources Using Source Descriptions. VLDB 1996: 251-262

[2] http://www-128.ibm.com/developerworks/cn/xml/x-mashups.html Mashups: Web [ ¢+
B bt (Duane Merrill, 2006)

[3] http://www-128.ibm.com/developerworks/cn/db2/library/techarticles/dm-0602lurie/ DB2 #iI
JFEACHS: Z6 Linux A3 Google Maps APl. DB2/Informix 1 PHP @izt Hhi[& (Marty
Lurie A1 Aron. Lurie, developerWorks, 2006)

[4] http://aitrc.kaist.ac.kr/~vIdb06/slides/K-1.ppt Anant Jhingran: Enterprise Information Mashups:
Integrating Information, Simply. VLDB 2006.

[palf
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WAMDM Technical Report (WAMDM-TR-2006-8)

Essential Google

rrifk

——1 Google File System FTAE 2|11

E AP (web 28 )

515 TR, BEKKEE Windows BAERZ, BN 1T WARMKME: MTHEERESR,
Google AFLIEA M HER P RAEIMEMR T 2T, oA S4 1T ARBRMAFTZ —. £
Bl Google HISCHERGEANVINE, NMBT Google File System HITAEREE, Wik T VEE N
Google File System 5 Datebase f—2BRFLLE, REHN H— 2B E TEIEEANN
HERTT T .

—. ZHHE5 Google 1 H

KA R, U — U S LG, S AN TR R SR R, AERATH
WABRE AR — A" — DA, PR ER, AT EIE S . Google #tZ&
K=, ZIFE A

ZAE, BIFRCRBA 1R E KPR AR
A5, ffEE H H R ook & e R T
KEM AT B2 )5, ShEH,
AR NAE: b R AR RS B 0y
AT Goolge HEX Sk, Wik, 4FFE
A N SGTE:  42 A, Goolge th sk T EA
SR

IR, 115 Google 1k K%
12 e L — KAk 2% A2 [l 7 1 7 - Google % 3k,
IRUE, WALP AR A TEAT] K IAEAN
Wik vo— Lk G A 2 (1 H gy, 1A —A
fik T ] S IR A B K 22 SRR RN AR AR 1l T
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WAMDM Technical Report (WAMDM-TR-2006-9)

RFID Data Management

Xiao Pan

Outline

Introduction to RFID technology
Characteristics of RFID Data

Research of RFID data management
— Beginning of the research
— Fruits of RFID data management
+ Storage and model of RFID
» Warehousing and Mining Massive RFID Data Sets
» Data Cleaning
* Demo

Conclusion
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What is RFID?

e Whatis it?

— RFID(Radio Frequency IDentification) is a technology that allows a
reader to detect, from a distance, and without line of sight, a unique
electronic product code(EPC) that is transmitted by a tag.

+ Tag
— Attached to items
— Store item EPC

¢« Reader

wport reader
— Periodical tag scans LI/  sbom
— Records (EPC, time) =\’
Antenna & reader Tags

wll)) ((

Applications __

Supply chain management

— for example in retail store

Healthcare o .
Airline luggage management > I\

— (British airways) Implemented to reduce lost/misplaced Iuggaée
Library
Something interesting applications

— CocaCola
— Fetch money by mobile phone in ATM machine
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RFID System
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Research of RFID data management
— Beginning of the research
— Fruits of RFID data management
+ Storage and model of RFID
» Warehousing and Mining Massive RFID Data Sets
» Data Cleaning
* Demo

Conclusion
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Characteristics of RFID Data

« Large volume
— Arretail with 3000 stores sells 10,000 items a day per store
(EPC, location, time)
Each item 10 traces before leaving store
How manly tuples it will generate each day?
10,000X 10X 3,000=300,000,000 (without redundancy)
— Walmart is expected to generate 7 terabytes of RFID data per day
-> model and storage of RFID data

* |naccurate data

— Noisy data and duplicate readings
-> Data cleaning of RFID data

* Implicit semantics

— Observations imply location changes, aggregations, and business processes
-> Query and data mining of RFID data

» Temporal oriented

Outline

Introduction to RFID technology
Characteristics of RFID Data

Research of RFID data management
— Beginning of the research
— Fruits of RFID data management
» Storage and model of RFID
» Warehousing and Mining Massive RFID Data Sets
+ Data Cleaning
* Demo

Conclusion
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Managing RFID Data_VLDB2004(invited)

Sudarshan S. Chawathe, Venkat Krishnamurthy etc.

* A layered architecture

— RFID tags ) .‘(E‘![ntc‘nwt.
— Tag readers ‘ ONS ‘ lgite N

. | server | | Boundary q(J_\E |
— Savant/Midderware i Server

» Mapping the low-level data stream form ‘ EPC-IS I—:—' EPC-IS |

EPC-IS ‘ Reader |

‘ Reader | | Reader |
* Most interesting and challenging tasks: ) -

readers to a more manageable from that = :
is suitable for application-level ‘ SRATl | | ‘ SRvaTl |
interactions —T— :
|
|
- 1
|
S

{_Tag 1\ Tag |~ /i Tagi

Combing business logic with the stream
of data emerging from the sensing (Tag) ( Tag) Tzl
framework below them

— ONS

» Essentially a global lookup service

Managing RFID Data_VLDB2004(Contd.)

* Inferences
— Necessary & Important

Join

R(r,s,t)
L(r,l)

Reader level N(s,n) Application level
t :> 27 cases of Gillette razors in

— Challenges: Complex
Unpacked p1 ;
.

Shipping center| T——— > —
Queryc! — z < Fail to read c1

location Case c1 in pallet p1
P P, False positive reading at shipping center

- False negative reading at receiving center  \\/hich one is right’_)
«c1 is missing
+ RFID data management vs. warehousing
— Analogous task: collecting data, data cleaning etc
— Differences: Currency of data

Station-local activities

» Configuration Design

— Determining number, type, and placement of readers, and the manner connected
to other sensors

— Design choice affects the amount and nature of data that must be stored at other
layers
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Integrating Automatic Data Acquisition with Business Processes

Experiences with SAP’s Auto-ID Infrastructure_VLDB2004(invited)
Christof Bornhovd, Tao Lin,Stephan Haller,Joachim Schaper

« Auto-ID infrastructure

Auto-ID
e Adminisirator Paortal
DC [
ERH

1

1
i Auto-lD Enterprise
A MNode "l Applications
e -
RFID AutoID lm-
Repoaitary I

—)
— e e

-
Device Device Business Process Enterprise
Layer Operation Layer Eridging Layer Application Layer

» Open Issues
— Different Qualities of Service
— Distributed Smart Items Infrastructure
— Seamless Integration of Environmental Sensors
— Privacy

Outline

* Introduction to RFID technology
» Characteristics of RFID Data

* Research of RFID data management
— Beginning of the research

— Fruits of RFID data management
» Storage and model of RFID data
» Warehousing and Mining Massive RFID Data Sets
+ Data Cleaning
* Demo

* Conclusion
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Supporting RFID-based Item Tracking Applications in
Oracle DBMS Using a Bitmap Datatype VLDB2005

Ying Hu,Seema Sundara,Timothy Chorma,Jagannathan Srinivasan

+ Observation With EPC Collections
— Groups of items in the same proximity - e.g. on a Stoge_i Prod_id | Time ltem_collection
shelf, on a shipment
) X s1 p1 t1 epcli,
— Groups of items with same property - e.g. Same epci12,
product epcis,
+ epc_bitmap_segment Datatype s1 p2 2 epe2t,
— A new type to represent a collection of EPCs 222231
with a common prefix
Header EPC_Manager Object_Class Serial_Number
2-bits 21-bits 17-bits 24-bits With epc_bitmaps
Store_id Prod_id Time Item_bmap
0x4AAB90001F62C160 s Pt L bmap1
.............................. s1 p2 12 bmap2
0x4AA890001FAOB38E
Len Suff_len | Prefix Suff_start Suff_end bitmap
64 24 0x4AA890001F | 0x62C160 O0xAOB38E 101001...00010

» Bitmap datatype: multiset of epc_bitmap_segment type

CREATE TYPE epc_bitmap IS
TABLE of epc_bitmap_segment

Supporting RFID-based Item Tracking Applications in
Oracle DBMS Using a Bitmap Datatype (Contd.)

epc_bitmap Operations
— Conversion Operations
epc2Bmap, bmap2Epc, and bmap2Count

— Pairwise Logical Operations

bmapAnd, bmapOr, bmapMinus, and bmapXor
— Maintenance Operations
bmaplnsert and bmapDelete
— Membership Testing Operation
bmapExists
— Comparison Operation
bmapEqual
» Use of these operations in SQL
— Query: Determine the items added to a shelf between time t1 and t2

Table Shelf_Inventory SELECT bmap2Epc(bmapMinus(s2.item_bmap,s1.item_bmap))
Shelf_id Time ltem_bmap FROM Shelf_Inventory s1, Shelf_Inventory s2
sidt “ bmp1 WHERE s1.shelf_id = <sid1> AND

s1.shelf_id = s2.shelf_id AND

id1 t2 bmp2
S me s1.time=<t1> AND s2.time=<t2>;
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720rows
100000EPCSs = Epc_bitmap Typd]

7200rows
10 000EPCs O Collection Type

72000rows
10 00EPCs

720000rows
10 0EPCs

7200000rows
10 EPCs

Q 2367

Temporal Management of RFID Data_VLDB2005

Fusheng Wang, Peiya Liu

Dynamic Relationship ER Model
(DRER)

A Sample RFID-enabled Supply Chain System

» Objects
» Sensors/readers
* Locations
« Transactions
haded onto a truck

— Two dynamic relationships added 3 Pailets unioaded 10 a retad store
» State-based dynamic relationship ket
— Object location change ~
— Object containment relationship change <:SEN§&)—F;L£)EA+16 <.
— Reader location change

— two timestamp attributes :
Represents the lifespan of a state

acked onto paets

4

» Event-based dynamic relationship
— New event
Observations (reader + object)
Transacted items (transaction+ object)
— Atimestamp attribute:
Represents event occurring time

>:II§I§SACTION];I{EMZv'
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Temporal Management of RFID
Data_VLDB2005(Contd.)

* Rules-based RFID Data Transformation

Rules / Location
Langilage Transformation
RFID Data
+{RFID Rules 1 Aggregation
Deplo);ment ; Actions goreg
) Events | Data
Observations = oo Filtering

— Rules for location transformation
OBSERVATION("R2", e, t) ->
UPDATE:OBJECTLOCATION(e,"L002", t, "UC")

— Rules for data aggregation
seq(s,"r2", Tseq);OBSERVATION("r2", e, t) ->
INSERT:CONTAINMENT (seq(s,"r2*, Tseq),e,t,"UC")

— Rules for data filtering
OBSERVATION(RX, e, Tx), OBSERVATION(RY, e, Ty),
Rx <> Ry, within(Tx, Ty, T) ->
DROP:OBSERVATION(RX, e, Tx)

» Fusheng Wang, Shaorong Liu, Peiya Liu, Bridging Physical and Virtual
World: Complex Event Processing for RFID Data Streams, EDBT2006

Outline

* Introduction to RFID technology
» Characteristics of RFID Data

* Research of RFID data management
— Beginning of the research
— Fruits of RFID data management
» Storage and model of RFID data
» Warehousing and Mining Massive RFID Data Sets
+ Data Cleaning
* Demo

* Conclusion
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Warehousing and Mining Massive RFID Data
Sets_Keynote for ADMA2006

Jiawei Han

« RFID Warehouse Architecture

FlowCube:Constructing RFID
FlowCube for Muti-Dimensional
Analysis of Commodity
Flows,VLDB2006

Warehousing and Analyzing

Massive RFID Data

Cost-Conscious Cleaning of Sets,ICDE2006

Massive RFID Data

RFID
Data Warehouse

Sets_ICDE2007(poster paper)

el Laloy
RFID data
at site k

-
RFID data
atsite 1

eui—.-
RFID data
.-

Warehousing and Analyzing Massive RFID Data
Sets |ICDE2006

Hector Gonzalez, Jiawei Han, Xiaolei Li, Diego Kabjia

« Why traditional data cube fails?
— View the cleansed RFID data: fact table - (object epc, location, time in,
time out : measure).
— measure: count - Number of items that stayed at a given location for a
given period.
Does not consider links within records.
Example

« Get the number of items of product P that traveled from the distribution
center L to stores U ?

- We have the count of product P for each location but we do not know how
many of those items went from the first location to the second.

+ Hard to get this information.

» We need a more powerful model capable of aggregating data while
preserving its path-like structure.
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Warehousing and Analyzing Massive RFID Data
Sets_ICDE2006

» Compression Idea: Bulky object movements
— Objects often move and stay together through the supply chain.

— 1If 1000 packs of product P stay together at the distribution center :
register a single record for all of them.

— (GID, location, time_in, time_out:measures).
— GID is a generalized identifier that represents the 1000 packs that
stayed together at the distribution center

shelf 1 7
10 pallets store 1 O 0;0/ 01
shelf 2 @ =
store @) -
p 011

10 packs
(12 sodas)

20 cases
(1000 packs)

Warehousing and Analyzing Massive RFID Data
Sets ICDE2006 (Contd.)

RFID-Cuboid Architecutre S —
— Stay Table: (GIDs, location, time_in, L = —
time_out: measures) : ; A
* Records information on items that stay _ :
together at a given location

— Map Table: (GID, <GID1,..,GIDn>) ?ofe ™™ G Map Table
Li 3 [l [l 10 4 / wd gl
inks together stages that belong to the same |/ / @
path. High level GID points to lower level GIDs 5 m o = /in % N LS allgl2
If saving complete EPC Lists: high costs of 10 to . gt xg : g1 a2
retrieve long lists, costly query processing @ 14
. . I r
— Information Table: (EPC list, e i
attribute1,...,attribute n) Product
« Records path-independent attributes of the items, category
e.g., color, manufacturer, price ot b'
. ot number MAP St
Query: Get the number of items of = //"’7“
Inf 0 st
product P that traveled from the L . =
AR RFID tag gids [T~ stay n
distribution center L to stores U ?
L—{ product Cocation gids [ion Jn
— GIDs for L <0.0.0>,<0.1.0> sl B s [
Y ture | |
— GIDs for U <0.0.0.0>, <0.1.0.1> Gk feTcerroc i
" . ocale Time [~ = P
- :pl: (< > < >
Prefix pairs: p1: (<0.0.0>,<0.0.0.0>) price building —cong || time_out fure
p2: (<0.1.0>,<0.1.0.1>) Manufacturer ity i measure
— Retrieve stay records for each pair L_| province hour
(including intermediate steps) and country day
compute measure region month

Fig. RFID-Cube Architecture
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FlowCube:Constructing RFID FlowCubes for Muti-
Dimensional Analysis of Commodity Flows_VLDB2006

Hector Gonzalez, Jiawei Han, Xiaolei Li

» Data Flow Analysis:FlowGraph
— Tree shaped workflow that summarizes the flow patterns for an item or

group of items FlowGraph:
= Nodes Locations

= Edges: Transitions
— Each node is annotated with:
= Distribution of durations at the node
= Distribution of transition probabilities
= Exceptions to duration and transition probabilities

£
* RFID data: A Path Database VIeW Duration Dhﬁ; IMINNMQHMNMM
1; 0 Ghven (L3) 5
Raw tuples Stay view B
(EPC,location,time) (EPC,location,time_in,time_out) Vorshouse: 033
J, Group by EPC Path Database:
A data flow view id | product | brand ] path
<EPC,(I4,t)),(I2,t5),- .. (l.t)>where |; :location I, t;:duration i 1 [tennis | nike | (f10Hd.2)(t1N8.5Ne0)
l 2 [tennis | nike | (LSHA.2)t1Ks,10)e.0)
3 [sandsls |nike || €0
Path Database 4 | shirt nike {£10ML1)is.5)e.0)
<Product, Manufacture, Price, Color, (11,t1),(12,t2),...,(lk tk }> B pischet, |nbw | MONRKESKEA)
6 | jacket nike (FA0MNE T} w.5)
7 [tennis | adidas | (1.5Kd,2)(t.2)(s,20)
Path independent dimensions Path stages 8 |tennis | adidas | (£5NE.2)(t3)s, 100d.5)

FlowCube:Constructing RFID FlowCubes for Muti-
Dimensional Analysis of Commodity
Flows VLDB2006(Contd.)

*«  FlowCube Path Database:

. . . id | product | brand th
— Each cuboid has an associated level in P e LT
the item and path abstraction lattices. 2 [ [ )
. Level in the item lattice. 3 | sandaly J

4 | whin nike 110K TN S)e0)
(product category, country, price) s | Jackat I RO

. Level in the path lattice. & [locket | niwe | (1L10ML1KWS)
(<transportation, factory, backroom, shelf, T jweonis | adides | 2

checkout>, hour) B |tennis | adidss

Product Concept Hierarchy Store View

Transportation 4’{ backroom H shelf H checkout
Category Level @ chathing

Trve Lol @  outewear shoes

Transportaion View:

— The measure for each cell in the FlowCube is a FlowGraph computed on the paths aggregated in
the cell.

o
Backroom

Cuboid for <product type, brand> FlowGraph for cell 3

shelf checkout
ceflid | prodect | brand | path ids | factory truck o -9
[ ahoes nike 123
2 [shoe [attm |72 e B S
3 [outerear | mke 458 ki warehouse
Al
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Outline

* Introduction to RFID technology
» Characteristics of RFID Data

» Research of RFID data management
— Beginning of the research
— Fruits of RFID data management
+ Storage and model of RFID data
» Warehousing and Mining Massive RFID Data Sets
» Data Cleaning
* Demo

* Conclusion

Issues in Data Cleaning

False negative reading
« In this case, RFID tags might not be read by the reader at all while present to a reader
« Caused by
— RFID readers capture only 60-70% of all tags that are in the vicinity
— REF collisions
— Water or metal shielding

False positive reading
« In this case, besides RFID tags to be read, additional unexpected reading are generated
« Caused by
— RFID tags outside the normal reading scope of a reader are captured by the reader
— RFID tags has moved away its vicinity, but reader fails to capture it

— Unknown reasons from the reader or environment, one of our readers periodically sends wrong

IDs

Duplicate Readings
« Caused by
— Tags in the scope of a reader for a long time are read by the reader multiple times

— Multiple readers are installed to cover larger area or distance, and tags in the overlapped areas

read by multiple readers

— To enhance reading accuracy, multiple tags with same EPCs are attached to the same object,

thus generate duplicate readings

Logical anomalies: tend to be application dependent
« For example: cycle anomalies
(e1,t1, r1, back room)
(e1, t1+2, r2, sales floor)
(e1, t1+5, r1, back room)
(e1, t1+9, r2, sales floor)
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A Pipelined Framework for Online Cleaning of Sensor Data
Streams, ICDE 2006(short paper)

Shawn R. Jeffery, Gustavo Alonso, Michael J. Franklin, Wei Hong, Jennifer Widom
+ Extensible Sensor stream Processing (ESP):

. an
A declarative query-based framework —
— Point

Operates over a single reading in a receptor stream, filtered individual readings(e.g.,
obvious outliers)

— Smooth

Granularity defined by applications to correct for missed readings temporally (over one
input only); uses aggregate function over the input.

Arhitrate

— Merge
Granularity specified by the application to correct for missed readings spatially
— Arbitrate
Deals with conflicts between different spatial granules
e P
— Virtualize

Combine readings from different types of devices and data sources Baader Baader

it

Shelf 07

Count of Tags

, Shelf 1]

Adaptive Cleaning for RFID Data Streams_VLDB2006
ShawnR. Jeffery, Minos Garofalakis, Michael J.Franklin

e Window Size for RFID Smoothing

Reality - ]
Raw
roadings I L .. mE
¥ ! L) L]
Small window Large window
Small

window's I NN
readings /,f o

False negatives False posi ﬁ\fes Missed transition
Large
window' |
readings
* Solution

— SMUF(Statistical Smoothing for Unreliable RFID Data)
— Adapt the window size in response to data
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Adaptive Cleaning for RFID Data Streams_VLDB2006

« Key Insigh:A Statistical Sampling Perspective
- RFID data ~ random sample of present tags,
- Map RFID smoothing to a sampling experiment

e RFID’s GOFy Details Antenna & reader

Read Cycle (Epoch)

Y I Y Y S .
[ R e e e

EO E1 E2 E3 E4 E5 E6 E7 E8 E9

Tags

Tag List
Tag 1 Epoch TaglD ReadRate
Tag 2 0 1 -9
Tags [TITIITTITT |4 5 5
Taga LLIITTTTTT] |5 5 -
* RFID Smoothing to Sampling
RFID Sampling
Read cycle (epoch) Sample trial
Reading Single sample
Smoothing window Repeated trials
Read rate Probability of inclusion (p;)

Adaptive Cleaning for RFID Data Streams_VLDB2006

* Per-tag cleaning

e Completeness 1 1
Wi = *In| =
") e

e Transitions @l —W, * piavg |> 2\/Wi * piavg *(1_ pia\/g)

# observed readings # expected readings Is the difference “statistically significant?
e Mechanisms for:
* Per-tag and multi-tag cleaning

— ¥
mnmr 4

* Not fit for
Two rooms, two readers per room / ,
d 2
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Efficiently Filtering RFID Data Streams_VLDB-

CleanDB2006
Yijian Bai, Fusheng Wang, Peiya Liu

* Main ideas
— False positive readings

» The noise readings are readings with count of distinct tag EPC values below
a noise threshold

» Essentially performs the following operations: within any time window with
size of window_size ,

— if the count of the readings with same tag EPC values appears equal to above
threshold, then the observed EPC value is not noise and needs to be forwarded
for further processing;

— otherwise the reading is discarded.
— Duplicate readings

 If areading is within max_distance in time from the previous reading with the
same key, then this reading is considered a duplicate.

» Otherwise, it is considered a new reading and is output

* Good points: preserve the original order

+ Bad points
— Not give the cleaning method for false negative reading
— Don’t mention how to confirm the threshold

A Deferred Cleansing Method for RFID Data Analytics_VLDB2006

Jun Rao, Sangeeta Doraiswamy, Hetal Thakkar, Latha S.Colby

« Motivation

— Conventional approach to cleansing is eager
« Before loading into a warehouse (ETL)
« Clean once, reuse at query time
« Typically reducing data size
« Best strategy if applicable
— Sometimes eager cleansing is not applicable
« Don’t know how to clean until analyzing the data
« More than one cleaned version (app-dependant anomalies)
« Law enforcement (pharmaceutical e-pedigree tracking )
— Propose deferred cleansing
Load everything
Clean at query time
Has runtime overhead
Complementary to eager cleansing

e Overview of This Approach

[T ] ET—

CLEANSING RULES ENGINE | QUERY REWRITE ENGINE U
DATABASE N } ] |
e ,
| | RULES TABLE | | | EPC READS TABLE |
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Input of the framework

Cost-Conscious Cleaning of Massive RFID Data
Sets ICDE2007(poster paper)

Hector Gonzalez, Jiawei Han, Xuehua Shen

« Motivation

Existing cleaning techniques have focused on the accurate methods, but
have disregarded the very high cost of cleaning in a real application

» Contribution: propose a cleaning framework

Identify the conditions under which a specific cleaning method or a
sequence of cleaning methods should be applied in order to minimize the
expected cleaning costs, including error costs

Output

RFID data set Decision tree

Collection of cleaning methods ———-"> | Cleaning plan

Per-tuple cleaning cost of cleaning methods
Error cost

Outline

* Introduction to RFID technology
» Characteristics of RFID Data

» Research of RFID data management
— Beginning of the research

— Fruits of RFID data management
+ Storage and model of RFID data
» Warehousing and Mining Massive RFID Data Sets
+ Data Cleaning
* Demo

e Conclusion
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=ik DEMO(1)

Ry el
»  HiFi(High Fan-in System) + Data Furnace
—  Database Research Group of — Intel Research & UC Berkeley _1ATA _
gC(kUrlﬁversity of Californ) — Data management for pervasive" VIACE
erkeley applications

—  HiFiis a distributed stream

processing system designed — Probabilistic data a first-class

to support large-scale sensor- citizen
based networ — Event language-based
—  Architecture — Probabilistic Data Management for
» Reader/Sensor Pervasive Computing: The Data
*  Mid-tier devices Furnace Project. IEEE Data
*  Host Computer Engineering Bulletin, Vol. 29, No. 1,
—  HiFi: A Unified Architecture for March 2006

High Fan in System,
VLDB2004 demo

Data Sources |
w3 e 4|
e bt Do |
Figure 1 - A High Fan-in Architecture The Data Furoes Arhitéctare

DEMO(1)(Cond.) "
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Declarative application
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DEMO(2)

« Simens RFID Middleware
» Develop and demonstrate at Siemens Corporate Research
» Applied in health care to increase healthcare safety and workflow
efficiency
» Temporal Management of RFID Data, VLDB2005

ec4L & 2

plication Integration

RFID Data Manager

=== FID D

-
—

RFID Data Server

Siemens RFID Middleware Eﬁ
Decsion. in
MLW RFID Data Manager

Semantic Data
L *\’H

DEMO(3)

+ Theseos
— IBM Almaden Research Center
— A query engine on top of sovereign, distributed RFID databases, to
facilitate traceability query processing
— Theseos:A Query Engine for Traceability across Sovereign,
Distributed RFID Databases,ICDE2007 demo

Enterprise A Enterprise B

Recail
Application

Recall
Appiication

EPCglobal Approach to Traceability
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Outline

Introduction to RFID technology
Characteristics of RFID Data

Research of RFID data management
— Beginning of the research
— Fruits of RFID data management
» Storage and model of RFID
» Warehousing and Mining Massive RFID Data Sets
+ Data Cleaning
* Demo

Conclusion

Conclusion

* What is RFID?

« Some fruits of research on RFID data management
— Storage and model of RFID data
— Warehousing and Mining Massive RFID Data Sets
— Data cleaning of RFID data
— Existing demo
» HiFi and Data Furnace

« Simens RFID Middleware
* Theseos

 What can we do??
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Web Database Integration

Wei Liu
School of Information
Renmin University of China
Beijing, 100872, China

gue2@ruc.edu.cn

ABSTRACT

More and more accessible databases are available in the
Web. In order to provide people a unified access to these
Web databases and achieve information from them auto-
matically, a comprehensive solution for Web database inte-
gration is proposed in this paper. After summarizing the
research status in this area, the works which are the focus
of my PhD thesis are presented.

1. INTRODUCTION

With the rapid development of Web, more and more acces-
sible databases are available in the Web. Such databases
are usually called Web database (or WDB in short) by re-
searchers. From this angle, the Web can be divided into two
parts: Surface Web and Deep Web. The Surface Web refers
to the static Web pages which can be crawled and indexed
by popular search engines, while the Deep Web refers to the
contents stored in Web databases and published by dynamic
Web pages.

The abundant information stored in Web databases is ”hided”
behind the query interfaces in Web pages. This means that
the main approach people access Web databases is through
their query interfaces. Figure 1 gives the query interface
provided by Amazon which is a very popular e-commerce
Web site.

According to the survey[1] released by UIUC in 2004, there
are more than 300,000 Web databases and 450,000 query in-
terfaces available at that time, and the two figures are still
increasing quickly. Besides the scale of Web databases, the
contents in Web databases are spanning well across all top-
ics. Some Deep Web portal services provide Deep Web di-
rectories which classify Web databases in some taxonomies.
For example, CompletePlanet[2], the biggest Deep Web di-
rectory, has collected more than 7,000 Web databases and
classified them into 42 topics. Combing the above two as-
pects, we can conclude that theses Web databases are just
like a huge repository and provide people a great opportu-

(©)2006 for the individual paper by the paper’ authors. Copy-
ing permitted for private and scientific purposes. Re-
publication of material on this page requires permission by
the copyright owners.
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Figure 1: The query interface of Amazon

nity to get their desired information.

With proliferation of Web databases, it is not only an op-
portunity but also a challenge for people. At present, people
access to Web databases mainly by manual approach, and
his will bring an overhead problem.

Here is an example to explain the problem. Suppose Jane
wants buy a book on Java. There are several tasks she
has to complete. First, she must find the Web sites which
sell books. If she wants save money, more Web sites are
needed to compare. Second, she fills the query interfaces
with an appropriate query (for example, fill book title with
?think in java”) and submits them. Third, when the Web
pages contain query results returned (these Web pages are
called response pages generally), she browses them in turn
and chooses the best book. The whole process is time-
consuming. Maybe Jane will spend half a day for this.
Therefore, the challenge of manual approach is people of-
ten have difficulties in first finding the right sources and
then querying over them.

It is impending and compulsory to integrate Web databases
and to provide people a unified access to them and achieve
information automatically. Web databases integration can
be considered as the heterogeneous data source integration
in Web context. The traditional heterogeneous data source
integration generally focuses on the heterogeneity and au-
tonomy of data sources. According to my investigation, Web
databases also have four distinct characteristics which are
different to other heterogeneous data sources:



Result Process Module

r----------------'i

WebDB
|

Data Results Results 8
RDB ' Merging Annotatio Extractior]
- e e - e - e . . . - . - . - - WebDB Web DB

Integrated
Interface

=== 7=7")

WDB
Selection

Query
Translatio

Query
Submission

WDB
Clusterind

Interface
Integratior

<

i—

Query Process Module

InterfaceSchema

WDB l
Discovery

Extraction

—— e —— — — ]

Interface Integration Module

SS

Figure 2: A comprehensive solution for Web database integration

e Scale: There are myriads of Web databases in Web,
and even under a special topic the quantity of Web
databases is still striking.

e Dynamic: First, Web databases are very sparsely
distributed in Web, and they appear and disappear
endlessly. So searching for appropriate Web databases
in Web is really like looking for a few needles in a
haystack. Second, the contents in Web databases are
usually updated frequently. Especially in some top-
ics, such as airline and job, everyday a batch of new
contents will be added to Web databases and the out-
dated part will be removed. So the information in Web
databases is ”"ever” not ”forever” to you.

e Access through query interfaces: Due to the pecu-
liar access approach, the schema of a Web database can
not be captured directly. We can only infer the schema
from their query interfaces and response pages.

e Heterogeneity: The query interfaces and response
pages are designed by different persons and there are
no design standards to follow. Even in the same topic,
the query interfaces and response pages are often very
dissimilar.

In a word, the research on Web database integration aims to
help people make use of the abundant information in Web
databases effectively and efficiently. But due to the distinct
characteristics of Web databases, there are many challenging
research issues in this area.

My PhD thesis is focusing on building a Web database inte-
gration system and addressing several challenging issues in
this area. In this paper a comprehensive solution for Web
database integration is presented and my current and future
research works in this area is indicated .

There is a fact which should not be neglected. Some Web
sites provide Web Services for their Web databases, and peo-
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ple can use a customized program to access Web databases.
But this approach has two limitations: first, only a small
portion of Web sites provide Web Services for their Web
databases; second, this approach must depend on a cus-
tomized program, and this is not an easy thing for common
users. So in this paper we focus on the popular approach
of accessing Web databases through the query interfaces in
Web pages.

The rest of this paper is organized as follows. Section 2 gives
the solution for Web database integration; Section 3 sum-
marizes the research status in this area; Section 4 presents
the works we are focusing now and will focus in the future;
Section 5 is the conclusion.

2. ASOLUTION FORWDB INTEGRATION

In this section, a comprehensive solution for Web database
integration is proposed, which is the pursuit in my PhD
track. Figure 2 is the architecture of the solution. This
solution includes three primary modules: integrated inter-
face generation module, query processing module and results
processing module.

Integrated interface generation module: Produce an
integrated interface over the query interfaces of the Web
databases to be integrated. There are four components in
this module. The functions of them are described as follow-
ing:

e Web database discovery: Search Web sites which have
Web databases behind, and identify the query inter-
faces among the Web pages in these Web sites.

e Query interface schema extraction: Extract the at-
tributes in query interfaces (such as ”Title” and ” Au-
thor” in Figure 1), and the meta-information about
each attribute (such as value type, default value, etc).

e Web database clustering by topic: Cluster all discov-



ered Web databases into different groups. The Web
databases in each group belong to the same topic.

e [nterface integration: Given the Web databases in the
same topic, merge the same semantic attributes in dif-
ferent query interfaces into a global attribute, and fi-
nally form an integrated interface.

Query processing module: Process a user’s query filled
in integrated interface, and submit the query to each Web
databases. There are three components in this module. The
functions of them are described as following:

o Web database selection: Select appropriate Web databases

for a user’s query in order to get the satisfying results
at minimal cost.

e Query translation: Try to translate the query on inte-
grated interface equivalently into a set of local queries
on the query interfaces of Web databases.

e Query submission: Analyze the submission approaches
of local query interfaces, and submit each local query
automatically.

Result processing module: Extract the query results
achieved from Web databases, and merge the results to-
gether under a global schema. There are three components
in this module. The functions of them are described as fol-
lowing;:

e Result extraction: Identify and extract the pure results
from the response pages returned by Web databases.

e Result Annotation: Append the proper semantics for
the extracted results.

e Result merging: Merge the results extracted from dif-
ferent Web databases together under a global schema.

These components work together and make up of a com-
prehensive solution for Web database integration. It’s not
difficult to found that there are dependency relationships
between them. Figure 2 has disclosed such dependency re-
lationship. For example, query processing module depends
on integrated interface generation module (high level), in-
terface integration depends on Web database clustering (low
level). So the quality of the implementation of a component
will affect the next component greatly.

In fact, each component can be considered as a research issue
itself. In order to build a practical Web database integration
system, these issues must be solved well in theory first. In
Section 3, the research status in this area will be discussed.

3. RESEARCH STATUS IN THIS AREA

Until now, large numbers of efforts are devoted to this area.
Due to the space limit, the related works can not be dis-
cussed comprehensively and in detail. We only discuss them
summarily according to the issues they address, and we also
give the representative works.

Unfortunately, the development of research in this area is
uneven very much though the great efforts have been done.
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Several issues have been already addressed well and are ma-
ture enough we can resort to (developed issues), some issues
is developing and need be researched deeply (developing is-
sues), and some issues have not been touched yet (undevel-
oped issues). We summarize the research status according
to the development of these issues.

3.1 Developed Issues

Interface integration It has received enough attention, and
several effective approaches[3][4][5][6] are proposed solve this
problem. These approaches match attributes of query inter-
faces by exploiting the semantic similarity between labels as
well as that between data instances.

Query interface schema extraction In order to understand
query capabilities a query interface supports, [7] transforms
query interfaces into a visual language, and develops a 2P
grammar and a best-effort parser to realize a parsing mech-
anism.

3.2 Developing Issues

Besides introducing the current approach for developing is-
sues, the shortcomings of them are pointed out at the same
time.

Web database discovery [9] proposed a strategy does that
by focusing the crawl on a given topic and choosing links to
follow within a topic that are more likely to lead to pages
that contain query interfaces. It can not assure the quantity
of discovered Web databases. [10] use automatic feature
generation to describe candidates and C4.5 decision trees to
detect query interfaces. It can not differentiate the query
interfaces of search engines from that of Web databases.

Web database clustering [11] performs the clustering based
on the features available on the interface page. [12] proposed
an objective function, model-differentiation, to compute the
probability which topic a query interface belongs to. Their
accuracy depends on the schema information of query in-
terfaces, so they are not good at dealing with the query
interfaces with simple schema.

Result extraction There are lots of approaches proposed to
address this issue. Most of them[13][14][15] first transform
the response page into a HTML tag tree, then identify and
extract data records or data items by analyzing tree struc-
ture and tag information. They can only deal with the Web
pages designed by HTML language, so it is a latent short-
coming with the development of Web.

Result annotation This problem is often solved during the
process of Result extraction. [17] find the proper the an-
notation of an extracted data item in the response page by
some heuristic rules. They are very effective if a data item
really has its annotation in the response page. But they can
not ensure all data items get their annotations.

Entity identification Entity identification is one of the key
components of data merging. Several approaches have been
proposed to solve this problem. For example, [16] applies
a set of domain-independent string transformations to com-
pare the entities’ shared attributes in order to identify match-
ing entities. All current approaches assume that they have



achieved the well-build schema match between Web databases,
but schema match in Web context have not been solved yet.

3.3 Undeveloped Issues

The undeveloped issues include Web database selection, Query
translation, and Data merging. These issues have been well
studied in some contexts(such as data warehouse), but there
have not been approaches proposed to address these issues
in the context of Web database integration, and they are
compulsory in Web database integration.

Among these developing and undeveloped issues, Entity iden-
tification, Result extraction and Web database selection are
in my PhD track at present and in the future, which are
discussed in Section 4.

4. SEVERAL RESEARCH WORKS

In this section, several research works are proposed for dis-
cussion, which are being done at present and will be done
in future.

4.1 Entity Identification among Web Databases
Entity identification is a key operation in integrating data
from multiple sources. This issue has been well studied for
years. As discussed in Subsection 3.2, though several solu-
tions have already been proposed for Web databases, all of
they are based on such assumption that the schema match
between Web databases has been built well. As well known,
due to the poor structure of Web pages, schema match in
Web context is a very hard work, and there is still not au-
tomatic solution for it.

So we are trying to find a way to implement entity identifi-
cation between Web databases without the help of schema
match. Our basic consideration is described as following.
We do not try to analyze the structure (or schema) of data
records in response pages. Instead, given two Web databases
A and B, each data record from A or B is considered as a
text document. We judge whether data record a (from A)
and data record b (from B) by comparing the text similar-
ity of them. Obviously, it is very naive to compute the text
similarity of two data records directly, and the accuracy is
also not satisfying in our test. The reason is that, the im-
portance of every part in a data record is different, and there
is much noise information in a data record (for example, the
words ”author” and ”price” often appear in the book data
records). In order to make the similarity of a and b more
reasonable (ideally, if a and b refer to a same entity, and a
and ¢ do not, then the similarity of a and b must be big-
ger than that of a and c), our approach is implemented as
following:

1. filter the noise information from a and b as possible;

2. segment a into several blocks, and each block of a is
formulated into a query for b;

3. compute the similarity of each block and b;

4. assign an appropriate weight for the similarity of each
block and b, and sum up them,;

5. judge whether a and b refer to a same entity according
to the whole similarity.
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At present, we are engaging to find an effective algorithm
to train the weights and threshold of the whole similarity
by a small set of sample data records pairs. A data record
pair is two data records from different Web databases, and
they refer to a same entity. The algorithm is now being
detailed. The primary experiment result is very satisfying
under the book topic. Further, the experiments under other
topics (car, estate, etc.) will be done.

4.2 Vision Based Result Extraction

Most current approaches extract the results from response
pages based on HTML language. But they have several
inextirpable limitations. First, besides HTML, some other
languages, such as XML and XHTML, have been introduced
design Web pages. Second, HTML is still evolving. New
versions of HTML will be proposed in the future, and new
tags may appear and applied continuously. Third, as more
and more web pages use more complex JavaScript and CSS
to influence the structure of web pages, the applicability of
the existing solutions will become lower. Fourth, if HTML
is replaced by a new language in the future, then previous
solutions will have to be revised greatly or even abandoned,
and other approaches must be proposed to accommodate
the new language.

Based on such motivations, it is important to find an ap-
proach which is vision based and language independent. In
current phrase, we only aim at the response pages with mul-
tiple data records. Our basic idea is that, though the data
records in a response page are different on the contents, they
are similar on the appearance. The following is the imple-
mentation we are engaging in:

1. achieve the vision information (such as the font of a
text, the size of an image, and their location in the
Web page) by accessing the program interface of Web
browser;

2. build a vision based block tree by VIPs[18] algorithm.
A data record is composed by one or more blocks in
the vision based block tree. So result extraction here
is to find these blocks and judge which blocks compose
a data record.

3. locate the data region (the region contains all data
records in a response page) in the vision based block
tree.

4. find the boundaries of all data records by computing
the vision similarity of blocks in the vision based block
tree.

The primary experiment has indicated that this approach
is not only HTML language independent, but also very suit
for extracting information-rich data records.

4.3 Web Database Selection

There are myriads of Web databases in the Web. So maybe
a lot of Web databases are integrated under a topic. If a user
submits a query on the integrated interface and the query
is dispatched to all the Web databases integrated, it will
be time-consuming and overhead to process all the returned
results, especially data cleaning and deduplication. In most



Figure 3: An example for Web Database Selection

cases, we only need select several ones among them to get
the satisfying results. So Web Database Selection aims to
select appropriate Web databases for a given user’s query on
integrated interface, which can help users get their desired
results at the lowest cost.

In order to judge whether a Web database should be selected
to answer a given query, there are two aspects must be con-
sidered. One is the pertinency of the Web database and the
given query; the other is the query capability of the query
interface of the Web database. The following gives some our
considerations about the two aspects.

The prerequisite of selecting a Web database is it is per-
tinent to the given query. Extremely, it is meaningless to
query a Web database if it does not has any useful informa-
tion for the query. Figure 3 gives an example to illustrate
this. Suppose A, B, C, and D are four Web databases, and
q is a query to them. Where the size of A, B, C' and D is
the quantity of data records in them, the size of ¢ is the
quantity of data records satisfies ¢. Instinctively, C' does
not satisfy ¢ at all, B satisfies ¢ partly, A and D can satisfy
q completely, but at last D is the best selection compared
with A. So we need achieve the features of Web databases
in advance. The features of a Web database include the
size, the update ratio, the distribution on each attribute,
etc. Because we can only access a Web database through
its query interface, it is impossible to understand a Web
database directly. The challenge is how to obtain the fea-
tures by the query interface only. In the future, we want to
design a sample records retriever to address this problem.
Sample records retriever is a tool that can obtain a small
set of data records which are distributed evenly in the Web
database. We can profile the Web database by analyzing the
obtained data records. Sample records retriever should have
two components: query interface analyzer and query gener-
ator. Query interface analyzer is to obtain the necessary
information of each attribute; query generator produces a
set of smart queries according to the information obtained
by query interface analyzer.

The query interfaces are often different about the query ca-
pability among Web databases, and this will influence the
accuracy of a query. For example, in the book topic, a query
on the integrated interface is “title=java and price<20$”. If
the query interface of a Web database contains both the
two attributes , it can answer the query accurately. But
if it only contains the attribute “title” or “price”, then the
results returned from the Web database will contain quite
many data records which do not satisfy the query. So the
challenge tasks are how to how to make the returned results
be satisfying(for example, the minimal superset or maximal
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subset of the query).

5. CONCLUSIONS

With the rapid increasing of Web databases, it is impending
to integrate these Web databases and provide people a uni-
fied access to them and achieve information automatically.
In this paper, a comprehensive solution for Web database
integration is proposed. There are a number of components
in the solution, and each of them is also a research issue in
this area. After summarizing the research statuses of the
issues in this area, we introduce the issues which are be-
ing focused on now and will be addressed in the future. In
conclusion, the focuses of my PhD thesis are building a Web
database integration system and addressing several issues in
this area.
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ABSTRACT

This paper studies the problem of extracting data records on
the response pages returned from web databases or search
engines. Existing solutions to this problem are based pri-
marily on analyzing the HTML DOM trees and tags of the
response pages. While these solutions can achieve good re-
sults, they are too heavily dependent on the specifics of
HTML and they may have to be changed should the re-
sponse pages are written in a totally different markup lan-
guage. In this paper, we propose a novel and language in-
dependent technique to solve the data extraction problem.
Our proposed solution performs the extraction using only
the visual information of the response pages when they are
rendered on web browsers. We analyze several types of vi-
sual features in this paper. We also propose a new mea-
sure revision to evaluate the extraction performance. This
measure reflects perfect extraction ratio among all response
pages. Our experimental results indicate that this vision-
based approach can achieve very high extraction accuracy.

Keywords

Web DB, response page, data record

1. INTRODUCTION

The World Wide Web has close to one million searchable
information sources according to a recent survey[l]. These
searchable information sources include both search engines
and Web databases. By posting queries to the search inter-
faces of these information sources, useful information from
them can be retrieved. Often the retrieved information
(query results) is wrapped on response pages returned by
these systems in the form of data records, each of which
corresponds to an entity such as a document or a book.
Data records are usually displayed visually neatly on Web
browsers to ease the consumption of human users. In Figure
1, a number of book records are listed on a response page
from Amazon.com.

Weiyi Meng
Dept. of Computer Science
SUNY at Binghamton
Binghamton, NY 13902

meng@cs.binghamton.edu

Figure 1: A response page from Amazon

However, to make the retrieved data records machine pro-
cessable, which is needed in many applications such as deep
web crawling and metasearching, they need to be extracted
from the response pages. In this paper, we study the prob-
lem of automatically extracting the data records from the
response pages of web-based search systems.

The problem of web data extraction has received a lot
of attention in recent years[2][5][6][7][8]. The existing solu-
tions are mainly based on analyzing the HTML source files
of the response pages. Although they can achieve reason-
ably high accuracies in the reported experimental results,
the current studies of this problem have several limitations.
First, HTML-based approaches suffer from the following
problems: (1) HTML itself is still evolving and when new
versions or new tags appear, the previous solutions will have
to be amended repeatedly to adapt to new specifications and
new tags. (2) Most previous solutions only considered the
HTML files that do not include scripts such as JavaScript
and CSS. As more and more web pages use more complex
JavaScript and CSS to influence the structure of web pages,
the applicability of the existing solutions will become lower.
(3) If HTML is replaced by a new language in the future,
then previous solutions will have to be revised greatly or
even abandoned, and other approaches must be proposed to
accommodate the new language. Second, traditional perfor-
mance measures, precision and recall, do not fully reflect the
quality of the extraction. Third, most performance studies
used small data sets, which is inadequate in assuring the
impartiality of the experimental results.

There are already some works [9][12] that analyze the lay-
out structure of web pages. They try to effectively repre-
sent and understand the presentation structure of web pages,

Permission to make digital or hard copies of all or part of this work for which are physical structure independent. But the research
personal or classroom use is granted without fee provided that copies areon vision-based web data extraction is still at its infancy. It
not made or distributed for profit or commercial advantage and that copies js well known that web pages are used to publish informa-
bear this notice and the full citation on the first page. To copy otherwise, to 4. . ¢ hiumans to browse. and not designed for computers
republish, to post on servers or to redistribute to lists, requires prior specific to extract information auéomatically Based on such con-

permission and/or a fee. . . . .
Copyright 200X ACM X-XXXXX-XX-X/XX/XX ... $5.00. sideration, in this paper we propose a novel approach to
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extract data records automatically based on the visual rep-
resentation of web pages. Like [8][7], our approach also aims
at the response pages that have multiple data records. Our
approach employs a three-step strategy to achieve this ob-
jective. First, given a response page, transform it into a
Visual Block tree based on its visual representation; second,
discover the region (data region) which contains all the data
records in the Visual Block tree; third, extract data records
from the data region.

This paper has the following contributions:

1. We believe this is the first work that utilizes only the
visual content features on the response page as displayed on
a browser to extract data records automatically.

2. A new performance measure, revision, is proposed
to evaluate the approaches for web data extraction. The
measure reviston is the percentage of the web sites whose
records cannot be perfectly extracted (i.e., at least one of the
precision and recall is not 100%). For these sites, manual
revision of the extraction rules is needed.

3. A data set of 1,000 web databases and search engines is
used in our experiment study. This is by far the largest data
set used in similar studies (previous works seldom used 200
sites). Our experimental results indicate that our approach
is very effective.

2. RELATED WORKS

Until now, many approaches have been reported in the
literature for extracting information from Web pages. Re-
cently, many automatic approaches [5][6][7][8] have been pro-
posed instead of manual approaches [2] and semi-automatic
approaches [3] [4]. For example, [6] find patterns or gram-
mars from multiple pages in HTML DOM trees containing
similar data records, and they require an initial set of pages
containing similar data records. In [5], a string matching
method is proposed, which is based on the observation that
all the data records are placed in a specific region and this
is reflected in the tag tree by the fact that they share the
same path in DOM tree. The method DEPTA[7] used tree
alignment instead of tag strings, which exploits nested tree
structures to perform more accurate data extraction, so it
can be considered as an improvement of MDR[8]. The only
works that we are aware of that utilize some visual informa-
tion to extract data records are [13][14]. However, in these
approaches, tag structures are still the primary information
utilized while visual information plays a small role. For ex-
ample, in [13], when the visual information is not used, the
recall and precision reduce by only 5%. In contrast, in this
paper, our approach performs data record extraction com-
pletely based on visual information.

Although the works discussed above applied different tech-
niques and theories, they have a common characteristic:
they are all implemented based on HTML DOM trees and
tags by parsing the HTML documents. In Section 1, we
discussed the latent and inevitable limitations of them.

Since web pages are used to publish information for hu-
mans to browse and read, the desired information we want
extracted must be visible, so the visual features of web pages
can be very helpful for web information extraction. Cur-
rently, some works are proposed to process web pages based
on their visual representation. For example, a web page
segmentation algorithm VIPs is proposed in [9] which sim-
ulates how a user understands web layout structure based
on his/her visual perception. Our approach is implemented
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based on VIPs. [10] are proposed to implement link analy-
sis based on the layout and visual information of web pages.
Until now, the layout and visual information is not effec-
tively utilized to extract structural web information, and it
is only considered as a heuristic accessorial means.

3. INTERESTING VISUAL OBSERVATIONS
FOR RESPONSE PAGES

Web pages are used to publish information on the Web.
To make the information on web pages easier to understand,
web page designers often associate different types of informa-
tion with distinct visual characteristics (such as font, color,
layout, etc.). As a result, visual features are important for
identifying special information on Web pages.

Response pages are special web pages that contain data
records retrieved from Web information sources, and the
data records contained in them also have some interesting
distinct visual features according to our observation. Below
we describe the main visual features our approach uses.

Position Features (PF): These features indicate the lo-
cation of the data region on a response page.

e PF1: Data regions are always centered horizontally.

e PF2: The size of the data region is usually large rela-
tive to the area size of the whole page.

Though web pages are designed by different people, these
designers all have the common consideration in placing the
data region: the data records are the contents in focus on re-
sponse pages, and they are always centered and conspicuous
on web pages to catch the user’s attention. By investigating
a large number of response pages, we found two interesting
facts. First, data regions are always located in the middle
section horizontally on response pages. Second, the size of
a data region is usually large when there are enough data
records in the data region. The actual size of a data region
may change greatly for different systems because it is not
only influenced by the number of data records retrieved but
also by what information is included in each data record,
which is application dependent. Therefore, our approach
does not use the actual size, instead it uses the ratio of the
size of the data region to the size of whole response page.

Layout Features (LF): These features indicate how the
data records in the data region are typically arranged.

e LF1: The data records are usually aligned flush left in
the data region.

e LF2: All data records are adjoining.

e LF3: Adjoining data records do not overlap, and the
space between any two adjoining records is the same.

The designers of web pages always arrange the data records
in some format in order to make them visually regular. The
regularity can be presented by one of the two layout models.

In Model 1, The data records are arrayed in a single col-
umn evenly, though they may be different in width and
height. LF1 implies that the data records have the same
distance to the left boundary of the data region. In Model
2, data records are arranged in multiple columns, and the
data records in the same column have the same distance
to the left boundary of the data region. In addition, data
records do not overlap, which means that the regions of dif-
ferent data records can be separated. Based on our observa-
tion, the response pages of all search engines follow Model 1
while the response pages of web databases may follow either



Table 1: Relevant visual information about the four data
records in Fig. 1

Images plain texts link texts
(pixel) | Total font | Shared font | Total font | Shared font
number number number number
Datarecord 1 944 5 4 3 3
Data record 2 1056 5 4 3 3
Datarecord 3 871 5 4 3 3
Datarecord 4 912 4 4 3 3

of the two models. Model 2 is a little bit more complicated
than Model 1 in layout, and it can be processed with some
extension to the techniques used to process Model 1. In
this paper, we focus on dealing with Model 1 due to the
limitation of paper length.

We should note that feature LF1 is not always true as
some data records on certain response pages of some sites
(noticeably Google) may be indented. But the indented data
records and the un-indented ones have very similar visual
features. In this case, all data records that satisfy Model 1
are identified first, and then the indented data records are
extracted utilizing the knowledge obtained from un-indented
data records that have already been identified.

Appearance Features (AF): These features capture the
visual features within data records.

e AF1: Data records are very similar in their appear-
ances, and the similarity includes the sizes of the im-
ages they contain and the fonts they use.

e AF2: Data contents of the same type in different data
records have similar presentations in three aspects:
size of image, font of plain text and font of link text
(The font of text is determined by font-size, font-color,
font-weight and font-style).

Data records usually contain three types of data contents,
i.e., images, plain texts (the texts without hyperlinks) and
link texts (the texts with hyperlinks). Table 1 shows the
information on the three aspects of data records in Figure
1, and we can find that the four data records are very close
on the three aspects.

Our data record extraction solution is developed mainly
based on the above three types of visual features. Fea-
ture PF is used to locate the region containing all the data
records on a response page; feature LF and feature AF are
combined together to extract the data records accurately.

Content Feature (CF): These features hint the regular-
ity of the contents in data records.

e (CF1: All data records have mandatory contents and
some may have optional contents.

e CF2: The presentation of contents in a data record
follows a fixed order.

The data records are the entities in real world, and they
consist of data units with different semantic concepts. The
data units can be classified into two kinds: mandatory and
optional. Mandatory units are those that must appear in
each data record. For example, if every book data record
must have a title, then titles are mandatory data units.
In contrast, optional units may be missing in some data
records. For example, discounted price for products in e-
commerce web sites is likely an optional unit because some
products may not have discount price.

4. WEB DATA RECORD EXTRACTION
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Figure 2: The content structure (a) and its Visual
Block tree (b)

Based on the visual features introduced in the previous
section, we propose a vision-based approach to extract data
records from response pages. Our approach consists of three
main steps. First, use the VIPs [9] algorithm to construct
the Visual Block tree for each response page. Second, lo-
cate the data region in the Visual Block tree based on the
PF features. Third, extract the data records from the data
region based on the LF and AF features.

4.1 Building Visual Block tree

The Vision-based Page Segmentation (VIPs) algorithm
alms to extract the content structure of a web page based
on its visual presentation. Such content structure is a tree
structure, and each node in the tree corresponds to a rectan-
gular region on a web page. The leaf blocks are the blocks
that cannot be segmented further, and they represent the
minimum semantic units, such as continuous texts or im-
ages. There is a containment relationship between a parent
node and a child node, i.e., the rectangle corresponding to a
child node is contained in the rectangle corresponding to the
parent node. We call this tree structure Visual Block tree
in this paper. In our implementation we adopt the VIPS al-
gorithm to build a Visual Block tree for each response page.
Figure 2(a) shows the content structure of the response page
shown in Figure 1 and Figure 2(b) gives its corresponding
Visual Block tree. Actually, Visual Block tree is more com-
plicated than what Figure 2 shows (there are often hundreds
even thousands of blocks in a Visual Block tree).

For each block in the Visual Block tree, its position (the
position on response page) and its size (width and height)
are logged. The leaf blocks can be classified into three kinds:
image block, plain text block and link text block, which
represent three kinds of information in data records respec-
tively. If a leaf block is a plain text block or a link text
block, the font information is attached to it.

4.2 Data region discovery

PF1 and PF2 indicate that the data records are the pri-
mary content on the response pages and the data region
is centrally located on these pages. The data region corre-
sponds to a block in the Visual Block tree (in this paper we
only consider response pages that have only a single data
region). We locate the data region by finding the block
that satisfies the two PF features. Each feature can be
considered a rule or a requirement. The first rule can be
applied directly, while the second rule can be represented
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Figure 3: A general case of data region

by (areay/arearesponsepage) > Tdataregion, Where areay is
the area of block b, arearesponsepage is the area of the re-
sponse page, and Tyataregion 1S the threshold used to judge
whether b is sufficiently large relative to arearesponsepage-
The threshold is trained from sample response pages col-
lected from different real web sites. For the blocks that
satisfy both rules, we select the block at the lowest level in
the Visual Block tree.

4.3 Data records extraction from data region

In order to extract data records from the data region ac-
curately, two facts must be considered. First, there may be
blocks that do not belong to any data record, such as the sta-
tistical information (about 2,038 matching results for java)
and annotation about data records (1 2 3 4 5 [Next]). These
blocks are called noise blocks in this paper. According to
LF2, noise blocks cannot appear between data records and
they can only appear at the top or the bottom of the data
region. Second, one data record may correspond to one or
more blocks in the Visual Block tree, and the total number
of blocks one data record contains is not fixed. For example,
in Figure 1, “Buy new” price exists in all four data records,
while “Used & new” price only exists in the first three data
records. Figure 3 shows an example of a data region that
has the above problems: Block B1 (statistical information)
and B9 (annotation) are noise blocks; there are three data
records (B2 and B3 form data record 1; B4, B5 and B6
form data record 2; B7 and B8 form data record 3), and the
dashed boxes are the boundaries of data records.

This step is to discover the boundary of data records based
on the LF and AF features. That is, we attempt to de-
termine which blocks belong to the same data record. We
achieve this with the following three sub-steps: Sub-step!:
Filter out some noise blocks; Sub-step2: Cluster the remain-
ing blocks by computing their appearance similarity; Sub-
step3: Discover data record boundary by regrouping blocks.

4.3.1 Noise blocks filtering

Because noise blocks are always at the top or bottom, we
check the blocks located at the two positions according to
LF1. If a block is not aligned flush left, it will be removed
from the data region as a noise block. In this sub-step, we
cannot assure all noise blocks are removed. For example, in
Figure 3, block B9 can be removed in this sub-step, while
block B1 cannot be removed.

4.3.2 Blocks clustering
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The remaining blocks in the data region are clustered
based on their appearance similarity. Since there are three
kinds of information in data records, i.e., images, plain text
and link text, the appearance similarity of blocks is com-
puted from the three aspects. For images, we care about
the size; for plain text and link text, we care about the
shared fonts. Intuitively, if two blocks are more similar on
image size, font, they should be more similar in appearance.
The appearance similarity formula between two blocks Bl
and B2 is given below:

sim(Bl, B2) = w; X SimIMG(B1, Bz)
+wpt X simPT(B1, B2) + wix X simLT(B1, Bs)

where simIMG(B1, B2) is the similarity based on image
size, simPT(B1, Bz) is the similarity on plain text font, and
simLT (B, B2) is the similarity on link text font. And w;, wpe
and wy, are the weights of these similarities, respectively.
Table 2 gives the formulas to compute the component simi-
larities and the weights in different cases. The weight of one
type of contents is proportional to their total size relative to
the total size of the two blocks.

A simple one-pass clustering algorithm is applied. The
basic idea of this algorithm is as follows. First, starting from
an arbitrary order of all the input blocks, take the first block
from the list and use it to form a cluster. Next, for each of
the remaining blocks, say B, compute its similarity with each
existing cluster. Let C be the cluster that has the maximum
similarity with A. If sim(B, C)> T, for some threshold Tgs,
which is to be trained by sample pages (generally, Tqs is
set to 0.8), then add B to C; otherwise, form a new cluster
based on B. Function sim(B, C) is defined to be the average
of the similarities between B and all blocks in C computed
using the Formula above.

As an example, by applying this method to the blocks in
Figure 1, the blocks containing the titles of the data records
are clustered together after clustering, so are the prices of
data records and other contents.

4.3.3 Blocks regrouping

In 4.3.2, the blocks in the data region are grouped into
several clusters. However, these clusters do not correspond
to data records. On the contrary, the blocks in the same
cluster likely all come from different data records. According
to AF2, the blocks in the same cluster have the same type
of contents of the data records.

The blocks in the data region are regrouped, and the
blocks belonging to the same data record form a group. This
regrouping process has the following three phases:

Phase 1. For each cluster C;, obtain its minimum-bounding
box R;, which is the smallest rectangle on the response page
that can enclose all the blocks in C;. We get the same num-
ber of boxes as the clusters. Reorder the blocks in C; from
top to bottom according to their positions in web browser.
Thus, B;,; is above B; j+1 on web browser.

Phase 2. Suppose Ciqq is the cluster with the maximum
number of blocks. If there are multiple such clusters, select
the one whose box is positioned higher than the others on the
web browser (here “higher position” is based on the highest
point in each block). Let the number of blocks in Cax be
n. Each block in Cy,qz forms an initial group. So there are
n initial groups (G1, G2, , Gn) with each group G having
only one block Bpaa,k-

Phase 3. For each cluster C;, if R; overlaps with R,qz on



Table 2: Formulas and remarks

Formula

Remarks

Min{sa, (B1),sa, (B2)}

! simMG(BL, B2)= Max{sa;(Bl),sa,(B2)}

W sa;(B1) + sa, (B2)

sa(B) is the total area of images in
block B.
sag(B) is the total area of block B.

2 i
sag(Bl)rsag (B2) Jit(B) is the total number of the fonts
, imPT(B1B2) Min{fu_(B1),fn, (B2)} | of plaintexts in block B.
S11Y =
Max{fn,, (B1),fn,(B2)} | sa,yB) is the total area of plain texts in
A sa,, (B1)+sa,, (B2) block B.
w = & (BD s, (B2)
' sa, (Bl)+sag (B2) Jiti(B) is the total number of the fonts
< SmLT(B1,B2) - Min{fn, (BL),fa,(B2)} | Of link texts in block B.
: ) Max{fn, (B1).fn, (B2)} | sa,(B) is the total area of link texts in
) . = sa, (B1)+sa, (B2) block B.
6 £ sag (Bl) + sag (B2)
the web browser, process all the blocks in C;. If R; is lower 5.1 Data set

(higher) than Rmaz, then for each block B; ; in C;, find the
nearest block Bmag,k in Cpmar that is higher (lower) than
B; ; and put B;; into G. When all clusters are processed,
each group is a data record.

The basic idea of the process is as follows. According
to LF2 and LF3, no noise block can appear between data
records, and its corresponding box will not overlap with oth-
ers. So the boxes that overlap with others enclose all the
blocks that belong to data records. In sub-step2 (section
4.3.2), the blocks containing the data contents of the same
type will be in the same cluster (e.g., for book records, the
blocks containing titles will be clustered together). Accord-
ing to CF1, if a cluster has the maximum number of blocks,
then the blocks in this cluster are the mandatory contents in
data records, and the number of blocks in it is the number
of data records. If there is more than one such cluster, we
select one as Chuaq (generally, the one whose box is higher
than the others on the web browser is selected). We select
the blocks in Cja. as the seeds of the data records, and
each block forms an initial group. In each initial group Gy,
there is only one block Bjaz,kx. Then we try to put the
blocks in other clusters into the right groups. That means
if a block B;; (in C;, C; is not Cmaz) and a block Bmas,k
(in Cae) are in the same data record, then B; ; should be
put into the group Biaz,x belongs to. In another word, the
blocks in the same data record are also in the same group.
According to LF3, no two adjoining data records overlap.
So for Bmag,k in Cpae, the blocks that belong to the same
data record with Bieq,r must be below Biqq,k—1 and above
Bas,k+1. For each Cj, if R; is lower (higher) than Rmaz,
then the block on top of R; is lower (higher) than the block
on top of Rmaz. According to CF2, this determines B; ;
is lower (higher) than Bpmage,r if they belong to the same
data record. So we can conclude that, if B,qq % is the near-
est block higher (lower) than B; ;, then B; ; is put into the
group Binaq,r belongs to.

5. EXPERIMENTS

We have built an operational prototype system based on
our method, and we evaluate it in this section. This proto-
type system is implemented with C# on a Pentium 4 2GH
PC. For response pages with no more than 20 data records,
the whole process takes no more than 3 seconds.
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Most previous works on web data extraction conducted
experimental evaluations on relatively small data sets, and
as a result, the experimental results are often not very reli-
able. Sometimes, the same system/approach yields very dif-
ferent experimental results depending on the data sets used
(e.g., see the experimental comparisons reported in [8][13]
about three approaches). In general, there are two reasons
that may lead to this situation: first, the size of the data
set used is too small, and second, the data set used is not
sufficiently representative of the general situation.

In this paper, we use a much larger data set than those
used in other similar studies to avoid the problems men-
tioned above. Our data set is collected from the Complete-
planet web site (www.completeplanet.com). Complete-planet
is currently the largest depository for deep web, which has
collected the search entries of more than 70,000 web databases
and search engines. These search systems are organized un-
der 43 topics covering all the main domains in real world.
We select 1,000 web sites from these topics (the top 10 to 30
web sites in each topic). During our selection, duplicates un-
der different topics are not used. In addition, web sites that
are powered by well-known search engines such as Google
are not used. This is to maximize the diversity among the
selected web sites. For each web site selected, we get at
least five response pages by submitting different queries to
reduce randomness. Only response pages containing at least
two data records are used. In summary, our data set is much
larger and more diverse than any data set used in related
works. We plan to make the data set publicly available in
the near future.

5.2 Performance measures

Two measures, precision and recall, are widely used to
measure the performance of data record extraction algo-
rithms in published literatures. Precision is the percentage
of correctly extracted records among all extracted records
and recall is the percentage of correctly extracted records
among all records that exist on response pages. In our exper-
iments, a data record is correctly extracted only if anything
in it is not missed and anything not in it is not included.

Besides precision and recall, there is an important mea-
sure neglected by other researchers. It is the number of web
sites with perfect precision and recall, i.e., both precision
and recall are 100% at the same time. This measure has a



Table3: Comparison of ViDRE and MDR

ViDRE MDR

DR, 85,407
DR, 84,198 53,323
DR, 83,103 45,485

Total Web sites 1,000

Correct web sites 876 448

precision 98.7% 85.3%
recall 97.2% 53.2%
revision 12.4% 55.2%

great meaning for web data extraction in real applications.
We give a simple example to explain this. Suppose there
are three approaches (Al, A2 and A3) which can extract
data records from response pages, and they use the same
data set (5 web sites, 10 data records in each web site). Al
extracts 9 records for each site and they are all correct. So
the average precision and recall of Al are 100% and 90%,
respectively. A2 extracts 11 records for each site and 10
are correct. So the average precision and recall of A2 are
90.9% and 100%, respectively. A3 extracts 10 records for
4 of the 5 sites and they are all correct. For the 5th site,
A3 extracts no records. So the average precision and recall
of A3 are both 80%. Based on average precision and recall,
A1l and A2 are better than A3. But in real applications A3
may be the best choice. The reason is that in order to make
precision and recall 100%, A1 and A2 have to be manually
tuned/adjusted for each web site, while A3 only needs to be
manually tuned for one web site. In other words, A3 needs
the minimum manual intervention.

In this paper we propose a new measure called revision.
Its definition is given below.

WSy —WS.
WS,
where WS, is the total number of web sites whose preci-
sion and recall are both 100%, and W S; is total number of

web sites processed. This measure represents the degree of
manual intervention required.

revision =

5.3 Experimental results

We evaluate our prototype system ViDRE and compare it
with MDR. We choose MDR based on two considerations:
first, it can be downloaded from web site and can run lo-
cally; second, it is very similar to VIDRE (a single page at
a time; data extracted at record level). MDR has a simi-
larity threshold, which is set at default value (60%) in our
test, based on the suggestion of the authors of MDR. Our
ViDRE also has a similarity threshold, which is set at 0.8.
We show the experimental results in Table 3.

From Table 3, we can draw two conclusions. First, the
performance of ViDRE is very good. That means vision-
based approach can also reach a high accuracy (precision
and recall). Second, VIiDRE is much better than MDR on
revision. MDR has to be revised for nearly half of the web
sites tested, while VIDRE only need to be revised for less
than one eighth of these sites.

6. CONCLUSION AND FUTURE WORK

In this paper, we presented a fully automated technique
to extract search result data records from response pages
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dynamically generated by search engines or Web DBs. Our
technique utilizes only the visual content features on the
response page, which is HTML language or any other lan-
guage independent. This differentiates our technique from
other competing techniques for similar applications. Our
experimental results on a large data set indicate that our
technique can achieve high extraction accuracy.

In the future, we plan to address several issues and im-
prove our vision-based approach further. First, if there is
only one data record on a response page, our approach will
fail. We intend to tackle this problem by comparing mul-
tiple response pages from one web site. Second, while our
data region discovery technique is fast, data record extrac-
tion is slow when the number of data records is large (say
more than 50). We plan to look into the issue of improving
the efficiency of our approach. Third, we plan to collect a
set of response pages from real web sites which are not writ-
ten in HTML, and show our vision-based approach is really
language independent.
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Abstract. Web news content extraction is vital to improve news indexing and
searching in nowadays search engines, especially for the news searching ser-
vice. In this paper we study the Web news content extraction problem and pro-
pose an automated extraction algorithm for it. Our method is a hybrid one tak-
ing the advantage of both sequence matching and tree matching techniques. We
propose TSReC, a variant of tag sequence representation suitable for both se-
guence matching and tree matching, along with an associated algorithm for
automated Web news content extraction. By implementing a prototype system
for Web news content extraction, the empirical evaluation is conducted and the
result shows that our method is highly effective and efficient.

1 Introduction

WWW has posed itself as the largest data repository ever available in the history of
humankind, and Web search engines such as Google, Yahoo, and MSN Search have
emerged as the most important Web services in recent years. Besides conventional
keyword based and general purpose search, most search engines have recently
launched a new searching service, named “Web news search”, which mainly focuses
on Web pages of news.

Web news search causes some non-trivial problems to traditional information re-
trieval techniques. One of them is how to differentiate Web news content from others
in Web pages. As we know, a Web news page usually contains not only the content
(the title, date and context) of news, but also other facilities such as the navigation
area of the whole Web site, links to related topics, links to supplemental materials,
advertisements, and even ongoing events. Separating the news content from the oth-
ers, and only indexing the content, are believed to be the way to further improve the
searching quality.

In this paper we focus on automatically differentiating Web news content from
others. In general, identifying the content of an article in conventional techniques
requires the knowledge on semantics of phases, which is a hard problem in itself.
However, in Web news scenario, alternative solutions are possible, because Web
pages are semi-structured documents written in markup language (mostly in HTML),
which contain tags and structures dividing the context into fragments with specific
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semantics. By properly utilizing them, recently proposed techniques to reduce pat-

terns or to match similar structures, reported can be applied to automatically extract

specific parts of HTML documents. Therefore we are motivated to find a similar
solution to automatically extract Web news content.

According to the Web page modeling method, existing Web extraction techniques
generally fall into two main categories: tag sequence based v.s. tree based. Tech-
niques of the former category view a Web page as a long sequence consisting of
HTML tags and text fragments. And the basic idea is to apply traditional pattern re-
duction techniques in order to find a template. After continuous improvement, these
techniques can be easily applied, with an acceptable time complexity; but they still
rely on heuristics to certain extent for solving the semantic problem. On the other
hand, tree based techniques can avoid the semantic problem with the help of tree
structure, for Web page authors tend to cluster texts of different topics into different
sub trees. However, general matching on trees is harder than on sequences, hence
various restrictive assumptions were made in order to get an acceptable solution.

In this paper, we propose to combine the advantages of tag sequence based tech-
niques and tree based techniques, so as to come up with a hybrid, effective and effi-
cient solution. In particular, our contributions are as follows:

1. We propose an extended sequence representation of Web page, named as
TSReC(Tag Sequence with Region Code), which can reserve necessary tree struc-
ture information. Building from one pass scanning of HTML and region code en-
coding, it is suitable for both tag sequence based and tree based extraction.

2. We propose an effective algorithm based on TSReC for automated Web news
content extraction. It contains two procedures, namely, Sequence Matching and
Tree Matching. The former one can detect and remove the identical parts of Web
news pages, such as navigation bars, copyright notes. The latter one can match and
remove the similar structures of Web news pages, such as advertisements and ac-
tivities. Consequently, our algorithm can differentiate Web news content from oth-
ers.

3. Empirical evaluation of our algorithm is performed on news pages crawled from
real Web sites. The results show that our algorithm is both effective and efficient.
The rest of this paper is organized as follows. In section 2, we review some key

Web extraction techniques from the literature, as well as the major work related to

Web news extraction. In section 3 the problem of Web new content extraction is

defined, and TSReC is discussed in section 4 along with an algorithm for building it.

In section 5, we discuss how the Web news content extraction can be applied to a

search engine, and actually provide the details of our algorithms. Finally, empirical

evaluation is studied in section 6, and the conclusion is given in section 7.

2 Related Work

The great demand on Web data extraction has attracted many researchers [16] in
recent years, and great efforts have been paid in finding automatic solutions to free
people from manual work. Earlier research works were more on semi-automatic tools
[10], whereas later ones on automated extraction techniques have become more popu-
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lar. However, depending on how to model the HTML Web pages, these techniques
mainly fall into two categories: tag sequence based v.s. tree based techniques.

Representational research works on tag sequence based are Stalker [6] and Road-
Runner [2]. In Stalker (which also has a commercial version called FETCH), a wrapper
program for extraction is learnt from the tag sequence of a Web page. For example, a
template based on the fragment “513 Pico, <b>Venice</b>, Phone 1-<b>800</b>-
555-1515" may be derived as “513 Pico, <b>*</b>, Phone 1-<b>*</b>-555-1515",
which contains two fields for location and district number. By providing enough
positive and negative examples, a simple fail-and-release strategy is proposed, which
starts from the rigid template, and relaxes the restrictions whenever of the accuracy is
found to be not good. As an advantage, utilizing tag sequence enables the authors to
apply existing sequence matching techniques. In RoadRunner system, an algorithm is
proposed to infer union-free regular expressions that represent page templates, based
on tag sequence as well. Regular expression techniques are adopted thus a solid the-
ory foundation exists. However, problems arise when iterating the sequence from one
section into another (e.g., from “navigation” to “news body”), due to that there is no
extra information in the tag sequence for differentiating them easily. The algorithm in
RoadRunner has to try every possible template for the best result, which incurs an
unacceptable huge searching space, and therefore leads to an exponential time com-
plexity. In [3], Arvind and Hector proposed an improved version called ExLag with a
polynomial time complexity by employing several heuristics. There are other works
based on tag sequence-like data structures [7, 8], but still encounter similar problems.
Overall, viewing a Web page in HTML as a tag sequence (single words and tags)
makes the pattern detection to be easier, but causes handling nesting structures to be
harder.

More recently, tree based extraction methods are proposed, such as [1] and [4].
Both of them limit the matching process to work only under sub trees, which helps to
differentiate unrelated sections of a Web page. Although sub tree structure brings out
some light, pattern reduction turns out to be the dark side. Based on the results of
restricted tree edit distance computation process, the work in [1] attaches wildcards to
tree nodes and employs heuristics when there is a need to generalize. In [4], an im-
proved version, based on a novel technique named partial tree alignment, is proposed.
It can align corresponding data fields in data records without doing wildcards gener-
alizations. However, its assumption on no complex nesting structures limits its use in
applications [5], and in special cases adaptation or new techniques have to be made.

Additionally, there are some other related works to ours, which try to utilize the
visual cues of Web page to do extraction [9, 11, 12, 13, 14]. Visual cues of a Web
page can be derived after a parsing and rendering process. According to visual fea-
tures, such as layout, font size and color, extraction of specified pieces of Web page
content is possible [14]. Further solutions for more complex extraction tasks can also
be obtained [9, 11]. However, the feature selection nature of these techniques requires
many thresholds or heuristics, which should be trained first and is usually domain
specific. An example work in this category is [12], which attempts to automatically
extract Web page titles in this category. Comparing to it, our method does not rely on
as many heuristics or thresholds.
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3 Web News Content Extraction — the Problem

Fig. 1. Example Web news Page from Yahoo, with Navigation Area (Area 1), Events
(Area 2), Relate Links (Area 3), and Advertisements (Area 4)

As an example, Fig. 1 shows a Web news page crawled from Yahoo News, in which
we can see that, besides news content, there are other components like navigation
areas, events, related links, and advertisements. The objective of Web news content
extraction is to find out just the content, which is the main part of the Web page after
removing the components mentioned above.

One reasonable assumption is that related Web news pages coming from the same
Web site share an almost similar page layout and structure, which is usually called the
template. Actually these web pages are generated by filling a web page template with
values queried from the backend database. Therefore most Web data extraction works
rely on comparing or matching Web pages that follow the same template. Our method
is also based on this idea.

Retrieving Web pages following the same template is possible and practical. Re-
search on clustering or classifying Web pages [1, 15] enables us to do such retrieval
in theory, and link analysis techniques in nowadays search engines make it practical.
In the Web news domain, as we find out, even simply using the most similar links to
the Web pages could achieve acceptable results.

Before we proceed to discussing the algorithms for identifying and extracting the
content of Web news, we first give out the definition of template.

Definition (Template): A template is an incomplete Web page based on which a

complete Web page can be generated by filling reserved fields with values. It usually
consists of a common part, regular part and content part:
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1. Common part refers to reserved texts which can not be changed.

2. Regular part refers to reserved rigid structure which contains unfilled fields
for future values.

3. Content part is the reserved area which can be filled with arbitrary html
fragments.

Referring back to Fig. 1, we have a feel for various parts in the template acccording
to the above definition,. Navigation areas (marked by number 1) are the common
parts, since they are fixed. Events (marked by number 2), relate links (marked by
number 3), and advertisements (marked by number 4) are the regular parts, because
they adhere to the same structure across different Web news pages even though the
inner fields may change. The content parts are the rest of that page (not marked),
which can be freely filled in during generation, and tend to have no fixed patterns.

With the understanding of the template, we can divide the Web news content ex-
traction problem into two sub problems, namely, matching for the common part and
matching for the regular part. As we have reviewed in section 2, the former one can
be easily solved by sequence matching, whereas the latter one should be better done
by tree matching. In order to combine them into the same framework, we have to first
design a data structure that is suitable for both techniques.

4 TSReC: Tag Sequence with Region Code

In this section we introduce an extended version of tag sequence, namely, Tag Se-
guence with Region Code (TSReC), which is designed for applying both tag-sequence
based and tree based extraction algorithms.

As we know, a tag sequence is suitable for extraction but it does not hold any
structural information. This backward prevents the utilization of sub trees’ informa-
tion from solving cross trees’ ambiguity. For example, by matching on the sequence,
we are not able to differentiate the content and advertisement in HTML; but with the
help of structural information, the boundaries of them are clear because they are usu-
ally resident under different sub trees.

Therefore the basic idea is to extend a tag sequence with extra structural informa-
tion. In recent database research, the region code in XML processing [17] has proven
to be an ideal way to attach structural information in element based storage. With
extra storage of a few numbers (region code), all structural relationships can be re-
served, such as parent-child, ascent-decedent, and sibling relationships. For our work,
we adopt the idea behind the region code, and define TSReC as follows.

Definition (TSReC): TSReC is a sequence of elements, each of which is defined as
TS = <N, RC;, RC,, RC,, RC,, C>
where
1. Nisthe name of TS, which usually is the same as the HTML tag creating
it.
2. RCy, RC, RC,, and RC, are region codes, which correspond to begin, end,
parent, and level, respectively.
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3. Cisthe content of TS, which may contain inner HTML tags and text, or
be empty.

In Fig. 2, there is an example illustration of TSReC. At the top part there is a frag-
ment of HTML which shows some links of related articles in science, and there are
two categories. In the bottom is its corresponding TSReC fragment. With respect to
the definition of TSReC, we can see that each element represents a tag in HTML with
a corresponding (identical) name. For each of them, four numbers, say RC;, RC., RC,,
and RC, , are stored in order to keep the structural information. As we will learn in the
later algorithm for generating TSReC, RC,, and RC, are begin-end region code identi-
cal to XML processing. We use the parent’s begin code as the child’s RC, , and also
calculate the child’s RC, according to the parent’s level. Some TS in TSReC may
have content consisting of simple HTML tags and texts, which is the same as the
conventional tag sequence. As TSReC is an extended tag sequence, the sequence
matching is supported naturally. On the other hand, the tree matching method can
also be applied. Necessary operations, such as calculation of parent-child relationship
(by utilizing the RC,), calculation of ascent-decedent relationship (by utilizing the
RCyand RC,), are supported. Taking the line 108, line 110 and line 117 as the exam-
ple, with simple calculation, we know the line 108 and line 110 are under the same
sub tree (for RCy(108)< RC,(110)< RC¢(110)< RC,(108)), whereas the line 117 in
another sub tree (for (RCy(117), RC,(117)) is not in (RC,(108), RC,(108))).

Science News Most Viewed - Science

= NASA Restarts Canceled Asteroid Mission = Mewe City-sized lceberg Created Mear
AP Antarctica SPACE.com / LiveScience. com

= Developers Urged to Seek Wetlands = Brazil Plans to Expand Amazon Protection
Experts aF AF

= Audubon Society Buys Meb. Land for Cranes = MASA Restarts Canceled Asteroid Mission
AP AP

= Forecasts: Mortheast Due for Big Hurricane = Forecasts: Mortheast Due for Big Hurricane
AP AP

= Brazil Plans to Expand Amazon Protection = Australian Scramjet Screams Skyward
AP SPACE.com / LiveScience.com

107: <div>(205, 234, 204, 9) :

108: <ul>(206, 219, 205, 10) :

109: <h3>(207, 208, 206, 11) : <a>Science News

110: <li>(209, 210, 206, 11) : <a>NASA Restarts Canceled Asteroid Mission<em>AP
111: <li>(211, 212, 206, 11) : <a>Developers Urged to Seek Wetlands Experts<em>AP
112: <li>(213, 214, 206, 11) : <a>Audubon Society Buys Neb. Land for Cranes<em>AP
113: <li>(215, 216, 206, 11) : <a>Forecasts: Northeast Due for Big Hurricane<em>AP
114: <0i>(217, 218, 206, 11) : <a>Brazil Plans to Expand Amazon Protection<em>AP
115: <ul>(220, 233, 205, 10) :

116: <h3>(221, 222, 220, 11) : <a>Most Viewed - Science

117: <0i>(223, 224, 220, 11) : <a>New City-sized lIceberg Created Near ...

118: <li>(225, 226, 220, 11) : <a>Brazil Plans to Expand Amazon Protection<em>AP
119: <1i>(227, 228, 220, 11) : <a>NASA Restarts Canceled Asteroid Mission<em>AP
120: <li>(229, 230, 220, 11) : <a>Forecasts: Northeast Due for Big Hurricane<em>AP
121: <1i>(231, 232, 220, 11) : <a>Australian Scramjet Screams Skyward<em>SPACE.com /...

Fig. 2. An fragment HTML and its TSReC representation

TSReC can be easily built up by one-pass scanning of a Web page. Fig. 3 shows
the algorithm for building it, which is modified from the conventional one for build-
ing tag trees. Basically the algorithm scans the Web page tag by tag (line 05, where
text is also treat as a tag), and TSReC elements are created in lines 06-29 while com-
puting the begin-end region code. According to the different types of tokens (open
tag in lines 06-18, close tag in lines 26-29), different actions are taken. Note that a
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new TS is created only when a tag comes to break the text flow (line 08, line 14),
such as “P”, “DIV”, “TABLE” and so on. This heuristic helps us get rid of the effect
of HTML decoration tags (such as “B”, “FONT”, “A”), which extraction algorithms
usually do not care. Finally, after one pass scanning, a TSReC instance is returned as
the result.

Algorithm buildTSReC(w) /* w as input is a web page */
01 TSReC tsrec /* variable for TSReC holder */

02 TS temp_TS /* temp variable of TS */

03 Stack S /* a stack facility used in the algorithm */
04 int count, level, parent

05 while t = readNextTerm(w) do

06 if t is open Tag then

07 ts = getTop(S)

08 if t breaks text flow then

09 if ts is null then

10 count = 0, level = 0, parent = 0
11 else

12 count++, level = ts_.RC,, parent = ts.RC;+1
13 end if

14 temp_TS = createNewTS(t, count, level, parent)
15 push(S, temp_TS)

16 else // t does not break text flow

17 appendToContent(ts, t)

18 end if

19 elseif t is close Tag then

20 if t breaks text flow then

21 ts = pop(S)

22 count++

23 ts.ie = count

24 append(tsrec, ts)

25 end if

26 else if t is Text then

27 ts = getTop(S)

28 appendToContent(ts, t)

29 end if

30 end while
31 return tsrec

Fig. 3. buildTSReC - Algorithm for building TSReC from Web Page

5 Automated Web News Content Extraction

Having defined TSReC, in this section we discuss a hybrid method for automated
Web news content extraction. We lable our algorithm as hybrid because it combines
sequence matching techniques with tree matching techniques, in which the former is
used for identifying and removing the common part, and the latter is for regular part.
The overall flow chart of our method is as given in Fig. 4.
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buildTSReC

sequence tree
matching [ matching [
(common part) (regular part)

Web News
Content

getMostRelated

bui ldTSReC

Fig. 4. The Processing Flow of Our Hybrid Method for Web News Content Extraction

The process starts with a Web news page (nl) as its input, and returns the content
as its output. Firstly, a function called getMostRelated is invoked to get another
Web news page probably sharing the same template (cf. section 3). In our evaluation,
we simply use the Web page from the related links with its URL most similar to n1’s.
Then we build TSReCs for both Web news pages (i.e., (n1 and n2). After the TSReC
structures are built up, sequence matching is performed which is followed by tree
matching. Each of them will identify and classify specific parts by assigning class
marks to elements of TSReC. Finally elements with no class marks are output, which
are just the news content we need.

5.1 Sequence Matching for Common Part

Referring back to the definition in section 3, the target of sequence matching is to
find out the common part which is supposed identical in two individual Web news
pages (cf. Area 1 in Fig. 1). Intuitively, we may think that simply comparing two
sequences (TSReC) can lead us to find out the common part. However, things are
often a bit more complex, since there are usually more than one common part, be-
tween each two of which are variable regular and content parts. The matching proc-
ess thus becomes not so easy as we have to skip some tags in the sequence to get the
best matching result. Due to this reason, we are motivated to adopt a conventional
string edit distance calculation algorithm to achieve the goal.

String edit distance calculation is to find out how similar two strings are. A solu-
tion based on conventional dynamic programming has a by-product showing the
mappings. For example, after the calculation, besides the edit distance between
S1(*abc”) and S2(*ac”), we can also know that “a in S1 maps to a in S2”, “c in S1
maps to ¢ in S27, and “b in S1 has no mapping”. Taking the advantage of that, we
propose an algorithm in Fig. 5, based on the dynamic programming solution of string
edit distance calculation for sequence matching.

123



Algorithm sequenceMatch(tl, t2)

0l int tlsize = sizeof(tl)

02 int t2size = sizeof(t2)

03 int M[tlsize+1l][t2size+1]

04 MLil[0] = &, i=0,1,2,...,tlsize+l
05 M[O]1[i] = &, i=0,1,2,...,t2sizet+l
06 for i=1 to tlsize do

07 for j=1 to t2size do

08 tsl = the ith ts of tl

09 ts2 = the jth ts of t2

10 int match = 1

11 if tsl and ts2 have same tag name and content text then
12 match = 0

13 end if

14 MLEi10] = MinM[i-1][J-1]+match, M[i-1]1031, ML[i10O-11)
15 it M[i10]1 == M[i-1][j-1]+match then

16 mark matching of tsl and ts2

17 end if

18 end for

19 end for

Fig. 5. Sequence Matching Algorithm on TSReC for Common Part

Our sequence matching algorithm takes two TSReCs (t1, t2) as the input, does
matching for the common parts and marks them. Being the same as conventional
calculation of string edit distance, our algorithm also uses dynamic programming
techniques (lines 03-19). Different from comparing characters in string, our algorithm
compares TSs in TSReC (line 11). If two TSs have the same tag name and content
text, we regard them as they matched, in which case corresponding marking opera-
tions are performed (line 16). Otherwise, we move on to look for further matched tags.
Note that, in our implementation, we always let t1 be the shorter sequence so as to
optimize the algorithm further (ie., let the shorter sequence lead the other loop).

TSReC, TSReC,

1: <div>(1, 26, 0, 1) : : <div>(1, 26, 0, 1) :
2: <form>(2, 25, 1, 2) : <input><table><tr> : <form>(2, 25, 1, 2) : <input><table><tr>
3: <td>(3, 6, 2, 3) : <font><a><font>Yahoo!&nbsp;<a>< 1 <td>(3, 6, 2, 3) : <font><a><font>Yahoo!&nbsp;<a><
4: <div>(4, 5, 3, 4) : <script><script><script><scrip 1 <div>(4, 5, 3, 4) : <script><script><script><scrip
5: <td>(7, 8, 2, 3) : <spacer> o <td>(7, 8, 2, 3) : <spacer>
6: <td>(9, 10, 2, 3) : <img> <td>(9, 10, 2, 3) : <img>
7: <td>(11, 12, 2, 3) : <font><input><input><tr> T <td>(11, 12, 2, 3) : <font><input><input><tr>
8: <td>(13, 14, 2, 3) : <a><img> 1 <td>(13, 14, 2, 3) : <a><img>
9: <td>(15, 18, 2, 3) : <font><font><strong><a>Sign | <---> 9: <td>(15, 18, 2, 3) : <font><font><strong><a>Sign |
10: <br>(16, 17, 15, 4) : New User?<a>Sign Up <---> 10: <br>(16, 17, 15, 4) : New User?<a>Sign Up
47: <h5>(88, 89, 87, 6) : Secondary Navigation <---> 47: <h5>(88, 89, 87, 6) : Secondary Navigation
48: <ul>(90, 103, 87, 6) : <---> 48: <ul>(%0, 103, 87, 6) :
49: i>(91, 92, 90, 7) : <a>Weather News <--—-> 49: <li>(91, 92, 90, 7) : <a>Weather News
H ) : <a>Space & Astronomy <---> 50: <li>(93, 94, 90, 7) : <a>Space & Astronomy
H : <a>Animals & Pets <---> 51: <li>(95, 96, 90, 7) : <a>Animals & Pets
H . N : <a>Dinosaurs & Fossils <---> 52: <li>(97, 98, 90, 7) : <a>Dinosaurs & Fossils
53: <li>(99, 100, 90, 7) : <a>Biotechnology <---> 53: <li>(99, 100, 90, 7) : <a>Biotechnology
54: <1i>(101, 102, 90, 7) : <a>Energy <---> 54: <li>(101, 102, 90, 7) : <a>Energy

Fig. 6. Sequence Matching Result on TSReC — An Example

Fig. 6 shows an example result of sequence matching on two TSReCs, which are
built up from two related Yahoo News pages. We can see that the common parts in
each of them have been matched, therefore as the next step we only have to identify
and remove the regular parts.
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5.2 Tree Matching for Regular Part

However, differentiating the regular part from the content part of a Web news page
is not as easy as finding common parts. Sometimes the mission is even impossible
without utilizing semantics, if the regular parts in the template are too flexible to fill
anything. So it is reasonable to assume that the regular part has rigid format structure
while the content part has not. For example, the regular part is usually like
“<UL>(<LI><A>(text)</A>)*</UL>", whereas the content part can be any free
HTML fragment. Based on our observation, this assumption is common in real-life

Web pages for news, and therefore our algorithm takes advantage of it in differentiat-
ing the regular part.

------- > SR 0 <di>(120, 375, 119 Dz - 122 <o

0: <div-(123, 124, 120, 9) = <a><i Restarts Canceled Aster
ROUP1<d|v>(127 132, 126 7)[128 128] <~

(125 129, 127, <sparvBy ALICIA GHANG, AP Science lirit
> GROUP 2 <d|v>(126 29, 125, O[3 - 161] <=
27 <p/(133, 134, 156, 75 ¢ LOS ANGELES. <span>
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3: <form>(135, 136, 136, 7)_: <inpub<input><input><input><a>NAS 6: (147, 146, 126, 7 - NASA Associate Administrator Rox Geved
4> <p>(143, 144, 126, 7) = The space agency this month scrapped 7: <p>(149, 150, 126, 7) :
5: <p>(145, 146, 126, 7) : NASA decided to revi

6
7
8
9

“There are always pretty tall challeng
cancel lati 8: <p>(151, 152, 126, 7) - Dawn is now scheduled for launch in Ju
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Fig. 7. (a) Different Parts after Sequence Matching. (b) Grouping Results on Different
Parts

In our approach, before doing tree matching, we do grouping first. Fig. 7 gives out
an illustration on how grouping is performed. Fig. 7(a) is the various parts of a spe-
cific Web page derived after the sequence matching; as we can see, tags are organized
one by one, being not aware of structures. The grouping process tries to find out
which of them are under the same sub trees. As shown in Fig. 7(b), for example, line
13 and line 14 are in different groups, which were not known in Fig. 7(a). This
grouping process is necessary in order to do tree matching subsequently; its algorithm
is given in Fig. 8.

The grouping algorithm takes a list containing different parts (ie., the rest of the

TSReC excluding common parts) as its input, and returns groups as the output. Each
group is a TS (called group parent) with two numbers (called group region), namely,
group beginning and group ending. Any TS whose region codes (beginning and end-
ing) are in the group region belongs to that group. The grouping method is to simply
check the parent and tree level (lines 06-07) of siblings. If siblings share the same
parent and tree level, they are under the same sub tree so we add them into the same

group (line 08) by simply extending the group region. Otherwise, a new group will be
created (lines 10-11).
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Algorithm subTreeGroup(dp)

01 List groups /* list for holding groups */

02 /* each group is a list of TS,

03 and initial a group using first element of dp */

04 List group = createGroup(dp[0], dp[O].level, dp[0].parent)
05 for i=1 to sizeof(dp) do

06 if dp[i]-level == group.level &&

07 dp[i]-parent = group.parent then

08 append(group, dp[i])

09 else

10 append(groups, group)

11 group = createGroup(dp[i], dp[i]-level, dp[i]-parent)
12 end if

13 end while
14 return groups

Fig. 8. Grouping Algorithm

After grouping, we get sub trees which correspond possibly to the regular or con-
tent parts. So we have to differentiate the regular part from the others. As we have
discussed, the determination of whether a sub tree in a Web page is a regular part, is
measured by weather there is a sub tree in the other Web page sharing the same rigid
pattern. Accordingly, we have the tree matching algorithm as shown in Fig. 9.

Algorithm treeMatch(tl, t2, rsm)

01 List<TS> dpl = getDifferentPart(tl, rsm)

02 List<TS> dp2 = getDifferentPart(t2, rsm)

03 List<TS> groupsl = getSubTreeGroup(dpl)

04 List<TS> groups2 = getSubTreeGroup(dp2)

05 int nextMatch = 0

06 for i=0 to sizeof(groupsl) do

07 groupl = compactGroup(getGroup(groupsl, i))
08 for j=nextMatch to sizeof(groups2) do

09 group2 = compactGroup(getGroup(groups2, j))
10 if groupMatch(groupl, group2) then

11 markNotContent(groupl)

12 nextMatch = j+1

13 break

14 end if

15 end for

16 end for

17 return groupsl

Fig. 9. Tree Matching Algorithm on TSReC for Regular Part

Basically the tree matching algorithm tries to find for each group (sub tree) a
matched group in the other Web page, which is done in a nest-loop (lines 06-16). The
outer loop iterates on t1 (the Web page to be extracted), and the inner loop iterates on
t2 (the Web page as reference). The parameter rsm is the sequence matching result,
which is necessary in extracting different parts (lines 01-02). However, we can do a
simple optimization according to the following observation: Usually regular parts
share the same order even in different Web pages (e.g. “event” appearing before
“advertisement” in one Web page seldom appears in reverse order in another Web
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page). This optimization in our algorithm is as reflected in line 08 (ie, to start match-
ing after the previous matching position).

A notable function in the tree matching algorithm is the one named com-
pactGroup (line 07). It is designed to handle repeatable fields in the regular part.
For example, referring back to the example of in Fig. 2, where “Science News” is a
regular part which usually contains several lines for titles and links of news in identi-
cal topics. However, it is a repeatable field, which can have proper instances accord-
ing to the underlying database. Since we target to find rigid patterns, multiple in-
stances of a repeatable field should be reduced, and return in the form of
“<UL>(<LI><A>(text)</A>)*</UL>". In the algorithm of compactGroup, we thus
only check whether siblings share the same sequence patterns. Fig. 10 shows the
compactGroup algorithm which is of a fairly simple process.

After the tree matching process, we have identified both the common part (by se-
guence matching) and the regular part. Thus the rest of the Web page is unmarked
and is the content part needed. By simply returning this part, we get the Web news
content as desired.

Algorithm compactGroup(groups)
01 int i=1, j

02 while i<sizeof(groups) do

03 j =i+l

04 while j<sizeof(groups) do

05 if patternMatch(groups[i], groups[j]) then
06 J++

07 else break

08 end if

10 end while

11 i++

12 end while

Fig. 10. Algorithm of Compacting Group

6 Empirical Evaluation

As part of the proposed approach, we have built a prototype system for Web news
content extraction, upon which empirical evaluation has been conducted. In this sec-
tion, we describe the implementation of the prototype system, testing data bed used,
evaluation method and evaluation results, and explanations of the results.

The Prototype System: All the proposed algorithms in this paper, as well as the
TSReC data structure of our Web news content extraction system, are implemented in
Java with the help of HTML Parser [18]. The prototype system accepts two Web
news content pages (one to be extracted, one as the reference) sharing the same tem-
plate, and returns the HTML fragment of Web news content. As we discussed in
previous section, finding two Web news pages of the same template is not hard, and
in fact, we just take the one having the most similar URL to the reference page’s URL.
We reserve the output in HTML form, which can be directly delivered to indexing
facilities for parsing and indexing.
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Testing Data Bed: The testing data bed used in our evaluation is manually
crawled from real-life Web news sites. We have collected news pages from up to 50
Web news sites, covering news of politics, business, sports, entertainment, and life.
For each Web news site, we randomly collect one page, then running a script to get
from the related links the Web news page sharing probably the same template with
the source. The 50 Web news sites, which are 25 in English and 25 in Simplified
Chinese, are selected from the online categories of famous search engines
(google.com and baidu.com). The names of the Web sites are given in Table 1.

Evaluation Method: As an empirical evaluation, our evaluation is conducted in
the following steps. We first extract Web pages from each Web site by running our
crawler. Then we manually check whether the result is the content of Web news. We
take the content part as the content of Web news according to the definition in section
3, while the semantics of text is not considered.

Evaluation Results and Explanation: The result of evaluation is as shown in
Table 1. For each Web site, we list out the URLv, as well as two evaluation results
(R1 and R2). R1 and R2 can be of the value S or F: S means that the extraction is
successful and the content is correctly extracted (as judged by manual checking); F
means that the extraction fails, which may be caused by various reasons.

In particular, F1 means that the extraction failed with no output. The reason is that
the content part is incorrectly identified as the regular part, for its content may be
simply a sequence of text sentence (no highlighted sub section titles, no hyperlinks
for key words). So the compactGroup function takes a wrong action on it. This kind
of situation is somehow common as there are 5 cases in our data set. However, it is
easy to be handled by using a set of simple heuristic rules, such as by judging how
long the text is (eg., when it exceeds specific threshold, we stop matching it). Actu-
ally, those simple heuristic rules are actually applied, as shown by the later results
(R2).

F2 means that the extraction failed because the HTML source of the Web news
page contains some invisible text, thus affecting the matching process. These texts are
usually for Dynamic HTML effects, such as popup menu. By using a simple heuristic
to remove it from the original source, the problem is easily fixed.

However, there are still error types F3 and F4 for which currently we do not have a
solution. Specifically, F3 means that there are regular parts not in rigid forms, and F4
means that even the regular parts are highly dynamic. These errors do not follow the
assumption we made before, therefore corrupt the extraction process. Fortunately,
these errors are not common, and they are left as a future work.

Overall, as we can see from Table 1, the accuracy of our method is generally high
(19/25=76% and 21/25=84% bhefore applying the simple heuristic rules, and after is
23/25=92% and 24/25=96%). Given that our method does not rely on any a threshold
nor machine learning knowledge, it is practically feasible and suitable to be applied in
real life search engines.

v Due to the space limitation, however, the URLs are only indicative in Table 1. Readers are
referred to [19] for the detailed URLSs.
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Table 1. The Result of Evaluation On Real-life Web News Sites

Chinese Web News English Web News
URL R1 R2 URL R1 R2
1 news. sina. com. cn. . . S S news. yahoo. com. . . S S
2 beijing. gianlong. .. F; F; news. yahoo. com. . . S S
3 news. qq. com. . . S S www. cbc. ca. .. S S
4 politics. people.... F, S www. cbc. ca. .. F; Fy
5 news. tom. com. . . S S WWW. cnn. com. . . S S
6 news. xinhuanet. c. . . S S WWW. cnn. com. . . S S
7 WWW. gmw. cn. . . S S www. msnbc. msn. co. . . S S
8 news. 163. com. . . S S www. msnbc. msn. co. .. S S
9 news. espnstar. co. .. S S today. reuters. co. .. S S
10 www. southcn. com. . . F, S today. reuters. co. .. F, S
11 news. 2lcn. com. . . S S WWW. un. org. . . S S
12 heilongjiang. nor. .. S S WWW. un. org. .. S S
13 www. cnhan. com. . . F S www. cbsnews. com. . . S S
14 gb. chinabroadcas. . . S S www. cbsnews. com. . . S S
15 www. yzdsb. com. cn. . . S S articles. news. ao. .. S S
16 sports. sohu. com. . . S S articles. news. ao. .. S S
17 news. sports. cn. .. F, S www. usatoday. com. . . F, S
18 www. chinanews. co. .. F, F, www. usatoday. com. . . S S
19 economy. enorth. c. .. S S today. reuters. co. .. S S
20 news. 17173. com. . . S S today. reuters. co. .. S S
21 www. daynews. com. . . . S S www. latimes. com. . . S S
22 sports. nen. com. C. . . S S www. latimes. com. . . S S
23 www. lanews. com. c. . . S S www. heraldsun. ne. . . F, S
24 news. huash. com. . . S S www. heraldsun. ne. .. S S
25 www. jhnews. com. c. .. S S smh. com. au. . . S S
A 19/25 | 23/25 21/25 | 24/25

7 Conclusion

In this paper we have studied the Web news content extraction problem and proposed
an automated extraction algorithm for it. Our algorithm exhibits a hybrid method
applying both sequence matching and tree matching techniques. Built on top of
TSReC - a variant of tag sequence previously proposed by ourselves, the hybrid
method benefits from combining the advantages of both sequence matching and tree
matching. Empirical evaluation conducted shows that our method is highly effective
and efficient. Because of the automatic nature of our method, it should be fairly
straightforward for us to integrate it into a real life search engine, such as Yahoo! Or
Google, as a preprocessing procedure to improve indexing quality. In addition, we
plan to further improve the algorithm and enhance our prototype system to make it
more robust, able to handle more types of errors as mentioned in section 6.
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Abstract. WWW has posed itself as the largest data repository ever available
in the history of humankind. Utilizing the Internet as a data source seems to be
natural and many efforts have been made. In this paper we focus on establish-
ing a robust system to collect structured recipe data from the Web incrementally,
which, as we believe, is a critical step towards practical, continuous, reliable web
data extraction systems and therefore utilizing WWW as data sources for various
database applications. The reasons for advocating such an incremental approach
are two-fold: (1) it is unpractical to crawl all the recipe pages from relevant web
sites as the Web is highly dynamic; (2) it is almost impossible to induce a gen-
eral wrapper for future extraction from the initial batch of recipe web pages. In
this paper, we describe such a system cdRedipeCrawlemwhich targets at in-
crementally collecting recipe data from WWW. General issues in establishing an
incremental data extraction system are considered and techniques are applied to
recipe data collection from the Web. ORecipeCrawlelis actually used as the
backend of a fully-fledged multimedia recipe database system being developed
jointly by City University of Hong Kong and Renmin University of China.

1 Introduction

WWW has posed itself as the largest data repository ever available in the history of
humankind, which also is highly dynamic as there are web pages created and/or deleted
on a daily basis. Utilizing WWW as a data source seems to be natural and many efforts
have been made according to the literatures. However, devising generic methods for
extracting Web data is a complex (if not impossible) task, because the Web is very
heterogeneous as well as there are no rigid guidelines on how to build HTML pages
and how to declare the implicit structure of the Web pages. Various systems, either
prototypes or commercial products, try to solve the problem in two specific domains:
(1) data intensive pages (such as the search results on Amazon) usually generated by
online database search engines, and (2) data record pages (such as a single product
page on Amazon) usually for product descriptions. The main difference between the
two domains is that in the former case, there is more than one data record in each page
whereas in the latter case, there is only one record in each page. Furthermore, data
records of the first case share a common keyword since the web page is generated by
a search engine, but for the second case the web pages usually share the same page
template as they are formatted by a web page generator.
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In this paper we focus on the latter case through building a robust system to collect
structural data from WWW continuously. It is a part of a collaborative project between
Renmin University of China and City University of Hong Kong, the goal of which is
to build a fully-fledged multimedia recipe database by collecting as many recipe web
pages as possible. We extract the data records from the collected recipe pages which will
be later on used in a multimedia database applicaReipeView(Fig.2). Generally
speaking, recipe web pages are very similar to online product web pages in that (a)
one web page contains only one record, (b) they follow an underlying template, and (c)
there are many optional attributes. Some examples of recipe pages are shown in Fig.1.
Thus by applying existing techniques, which are roughly classified into two categories—
wrapper induction and automatic extraction, our goal may be achieved. However, this
turns out to be a non-trivial task because of the following reasons:

— It is unpractical to crawl all the recipe pages from a web site. In Fig.1(c), there
is an example of a recipe category list. The webmaster will add/update some new
recipe links (shown in red circle) while updating other links such as advertisements
and activities. Naive crawling of all updated links will not only lead to an ineffi-
cient strategy but also impact the latter steps by introducing some noisy web pages.
Thus we have to consider how to identify real recipe links while crawling pages
incrementally.

— Itis almost impossible to induce a general wrapper with initial batch of recipe web
pages. Because of the continuous updating of recipe web sites, the changes of the
underlying schema may cause the existing wrapper broken. For example, Fig.1(a) is
a typical recipe web page when the web site was created. It only contains a name, a
picture, a material list, a seasoning list and some cooking steps. As time elapses, the
webmaster provides us with some new recipes, one of which is shown in Fig.1(b).
Because some complex new optional attributes are added (e.g. two styles of sauce
in Fig.1(b)) and the existing attributes are revised (e.g. seasoning turns to be re-
peatable), such of these variations not only cover simple representation changes,
but also involve serious schema evolutions, which definitely makes conventional
extraction techniques inapplicable.

Due to these observations, our approach is to build a system (EigideCrawley
that can automatically extract relevant content data, and be able to do so incrementally
so that the new web pages containing new recipe records may be added dynamically.
To this end it must support the following incremental features in extraction of newly
crawled web pages from the recipe websites.

1. Incrementally crawling specific web pagesln our system, some web data sources,
such as recipe web site’s categories, recipe blog pages, or even recipe online fo-
rums, are monitored. Whenever the links are updated, crawler should not only grab
the web page pointed by the link, but also justify whether it is the one we need. It
is possible as we have some extracted recipe data records, which can give us the
domain knowledge of recipes.

2. Incrementally extracting web pages for data records Either wrapper based or
automated method faces the problem of web site’s schema evolutions. The extrac-
tion program should not only be able to adapt itself to meet the schema revision,
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Fig. 1. Examples of Recipe and Category List Web Pages

but also be able to identify new attributes. This is important to help applications
which rely on the extraction system to be of more concrete, useful, and valuable
services. And it also enables the extraction system to be a reasonable and practical
web data extraction system.

By putting all things together, we aim to build our system as a practical robust sys-
tem which supports incremental automated data extraction. It is different from existing
systems in that novel modifications are made upon the tradition architecture. In a nut-
shell, our contributions in this paper include: 1) a framework for building incremental
web data extraction system, which is implemented in our prototype system for col-
lecting recipe data from WWW incrementally; 2) solutions for adopting and adapting
existing data extraction techniques under incremental scenarios.

In this paper we describe oRecipeCrawlesystem in detail. The rest of this paper
is organized as follows. In section 2, we briefly review some existing techniques on web
data extraction. Section 3 gives out an overvieRetipeCrawlerSection 4 and 5 dis-
cuss our main considerations in designing and implementing each component. Finally
we give out a conclusion and future works in section 6.

2 Relate Work

One of the reasons why the Web has achieved its current huge volume of data is that
a great and increasing number of data-rich web sites automatically generate web pages
according to the data records stored in their databases. Taking advantage of this fact,
several approaches have been proposed and systems have been built to extract these
data in literature. Generally these systems fall into two categories: wrapper induction
versus automatic extraction.
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With wrapper induction techniques, some positive web pages are selected as posi-
tive examples and then wrappers are trained. Though using wrappers to do continuous
extraction is possible, wrappers may expire in future [6]. Thus wrapper maintenance
problems arose and efforts were paid in solving it. However, to our knowledge, it as-
sumes that there are only few small changes in web pages’ representation whereas in
fact the underlying schema may change [8], such as:(1) attributes that have never ap-
peared in previously extracted pages may subsequently be added; (2) attributes appeared
in previously extracted web pages may later be removed. These can cause the templates
induced from existing web pages to be invalid, thus intuitive extraction strategies can
not be applied. Therefore wrapper induction is not practical towards long-time, contin-
uous data extraction.

On the other hand, as automatic extraction techniques can automatically extract
structural data without doing wrapper maintenance from web pages, it becomes more
popular recently years. The first reported work on automated data extraction was done
by Grumbach and Mecca [5], in which the existence of collections of data-rich pages
bearing a similar structure (or schema) was assumed. In RoadRunner [3], an algorithm
was proposed to infer union-free regular expressions that represent page templates. Un-
fortunately, this algorithm has an exponential time complexity hence it is impractical
for real-life data extraction systems. Then Arvind and Hector [1] proposed an improved
version with a polynomial time complexity by employing several heuristics. Both of
these works view web pages in HTML as a sequence of tokens (single words and tags),
so when it comes to infer a template from complex web pages with many nesting struc-
tures, their solutions are still inapplicable. Other researchers have tried to solve the
automated data extraction problem by viewing web pages as a long string, through em-
ploying similar generalization mechanisms (e.g., [2] and [10]). Be aware of the tree
structure of web pages, [9] and [11] presented techniques based on tree edit distance
for this problem. Both of them utilize a restricted tree edit distance computation pro-
cess to find mapping between two web pages and then do future data extraction. In [9],
wildcards are attached to tree nodes and heuristics are employed when there is a need to
generalize them. In [11], a more advanced technique named partial tree alignment was
proposed, which can align corresponding data fields in data records without doing wild-
cards generalizations. In our system, we use a similar technique and make it applicable
under incremental data extraction.

While some major works have been done on clustering or classifying web pages,
few of them are on automated data extraction as far as we can see from the literature.
In [4], several web page features were proposed for wrapper-oriented classification.
In the news extraction system [9], a hierarchical clustering technique was proposed to
cluster web pages according to their HTML tree structures. A basic distance measure-
edit distance is calculated by comparing two HTML DOM trees, which can tell us how
similar the two web pages are. When the web page contains more than one data record,
there is almost no need to do the clustering. But new problems do arise. For example,
how to identify data regions containing data records in such kind of web pages is a
problem. In particular, several strategies have been proposed in [7] and [12].

Combining these existing automated data extraction techniques may lead us to a
generic system that is able to crawl, cluster and extract structured data from a whole
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web site once for all. For our recipe collection scenarios, we need to continuously col-
lect recipe data from the web, hence modifications to such techniques or other novel
techniques are needed. In the rest of this paper we show our approach to build an incre-
mental data extraction system by adopting and adapting the existing web data extraction
techniques.

3 RecipeCrawler a Recipe Data Collection System

Starting from this section, we will discuss the general considerations on how to build

a system to support incremental features in conventional architecture by introducing
our recipe data collection system. As Fig.2 illustrates, general architecture of current
existing extraction systems were applied. Besides adopting and adapting the classic
components such as web crawler, web data extractor and annotator, a new component
called "Monitor” is advocated to keep a close watch on recipe sources. Instead of dig-
ging into the details on how it is designed and implemented as well as how it supports
incremental features, in this section we would like to give an overview on how recipe
data are collected.

Recipe
Web /
sites [ ¥ i
7 Monitor Automated Extracted RecipeView
Extractor Data System
Recipe /
Blogs
— / Check
Recipe Notify ”
Online m
Forum 5
I
Interactive ; Application
Web e
Pages ~>{ Crawler }—»‘Classmer‘ Annotation Redpe
www RecipeCrawler System RecipeView System

Fig. 2. Recipe Data Extraction System - An Overview

The mission oRecipeCrawleis to provideRecipeViewvith the recipe data records
which are embedded in web pages. HRezipeVievis a user-centered multimedia view
application built on top of the recipe database and means to provide user continuous,
flexible user experience. It requires the extraction system RézipeCrawley to be
incremental because it needs recipe data updated every day on WWW.

Fig.2 shows an overall picture on hd®ecipeCrawleworks. In particular, we incre-
mentally grab recipe web pages by monitoring some data sources, which are as shown
in the left part of Fig.2, including recipe web sites, recipe blogs and recipe online fo-
rums et. al. Considering that their indices are usually accessible (such as category lists
in recipe web sites, taxonomy pages in recipe blogs and archive lists in recipe online fo-
rums), we establish a module calledénitor” to find out the updated links from these
sources. In order to identify whether the specific updated link is just the one we need,
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extracted data has been used as domain knowledge to do data clarifications. And sur-
vivors, which are definitely the ones we need, are senCrawler’ which does basic
crawling as well as validation and repairing on HTML pages.

Next the crawled web pages are delivered to tGassifief which puts pages into
different categories. In this procedure, an algorithm proposed in [9] has been adopted
and adapted to classify web pages according to their underlying structures (or underly-
ing template). Two categoriesRécipe Web Pagéand “Recipe Category Pagéare
derived through this step, where the former one usually contains the detailed informa-
tion of each recipes and the latter one usually maintains taxonomy of recipes.

In the extraction procedure, web pages in each category are processedAuy-an “
tomated Extractdrand thus category information and recipe data are retrieved. An-
notation was done by a module namedtéractive Annotatiohwhich is operated by
human, who tells the system what attribute is about what. As our system means to work
in incremental way, being able to handle schema changes is critical so we proposed a
method by adopting algorithms in [11]. We will further discuss it in section 5 as well
as the mechanism of annotation process. So finally we get the desired data with cor-
responding annotations and thus can import them into DBMS for future applications,
which isRecipeViewn our case.

Before we go to the sections that discuss the details of each component, we want
to emphasize the incremental natureRecipeCrawleragain. Incremental features in
RecipeCrawlerare the basic requirements and also the significant differences compar-
ing with other systems. Though there is an initial web page set, which can be extracted
before theRecipeViewsystem is established, we can not guarantee that the wrapper in-
duced or the schema learnt in them will always be valid for future cases, because we
can not naively believe the webmaster will always update recipes activities, or assume
the schema will not change. In other words, BecipeCrawleshould face the very dy-
namic perspective of WWW and the only choice is to make sure that each component
of our system has the ability of doing incremental update.

4 Retrieving Recipe Web Pages

Monitoring, crawling and classifying procedures RecipeCrawlerare implemented

to retrieve recipe web pages. In this section we mainly focus on the mechanism of
monitoring and classifying procedures whereas crawling procedure is omitted because
its implementation is fairly simple and straightforward.

4.1 Monitoring Recipe Data Sources

Recipe data sources on WWW usually have an index facility, such as category lists
in recipe web sites, taxonomy pages in recipe blogs and archive lists in recipe online
forums and so on. Monitoring them for updated recipe links generally should (1) find

out whatever new/updated links, and (2) identify whether they are recipe-related links
or not. The former step is easy by simply comparing current web page with history

version whereas the latter one is complicated. The link discovery procedure of conven-
tional crawler usually does simple identifications based on several rules, such as URL
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domains, file types and so on. Few works are done on semantic link discovery because:
(1) crawlers are usually of general use; (2) insufficient domain knowledge can be uti-
lized to do it. However, irRecipeCrawlerwe focus on recipe web pages, concerning

not to introduce noisy web pages to subsequent procedures; we can even have domain
knowledge by analyzing the extracted data of the initial set, which can always be se-
lected out when first time we crawl the web site. With these characteristics in mind, we
proceed to present a semantic link discovery method.

ERE W NTICRN

Classifier
Stage 2

Fig. 3. Identifying Recipe Links Based on the Fig. 4. Classifying Recipe Web Pages
Extracted Data - An Example

As illustrated in Fig.3, our strategy of identifying recipe links on the basis of the
extracted data works as follows. First, the current index of a web page is compared to
the old one. In this way, the updated links, texts and HTML paths can be retrieved.
For example, “Fowl Staffed Duck”(in short, FSD) with its link and HTML DOM path
can be retrieved. Secondly we try to find records in extracted data which have similar
links, as machine does not know whether it is a recipe link. Two links are similar if
we can find a common pattern in them (In our system, we uses common URL prefix).
Only considering URL pattern is sometimes not enough as there are still some links
such as activities may survive. Therefore we utilize HTML paths and texts for further
clarifications. After finding out similar records of a specified link, we first check how
many records residing in the same subtree according to HTML paths. Referring back to
the example, as we have FSD’s DOM path, we also know similar records’ DOM path
(which are recorded in last time’s extraction), by finding common parent nodes, such
as “L" node of the DOM tree in right bottom corner of Fig.3. Note that we only give a
simple DOM tree here due to the space reason, in which number denotes the content.
If we can not find any, this link is probably not a recipe link so we discard it. If we can
only find few (in our system, we use 0.5 as the threshold, which means half out of total
records), the text is used as the third judgment, which is simple keyword matching in
our system, in the hope of finding common recipe keywords(such as “Beef”, “Pork”
and so on). If most records reside in the same subtree, we let the link survive. Figure 3
illustrates the whole process we have just described, which, based on our practice, has
been quite effective and efficient.
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4.2 Classifying Recipe Web Pages

In the next step, we build a modul€lassifief to handle the web page classification.
The classifier program in our system has two stages, as shown in Fig.4. In the first
stage we organize the web pages according to URLSs, thus obtaining categories of web
sites. This stage is relatively easy. Next we further classify crawled web pages accord-
ing to the tree structures. A clustering algorithm based on tree edit distance [9] has
been adopted and adapted. As mentioned before, recipe web pages in our scenario may
contain repeatable attributes, so we have modified the matching process to cover re-
peatable cases. It is called sibling matching which is also used in automated extraction
procedure and the details will be given in section 5.1. After classification we will get
two categories, namely recipe web pages and recipe category pages, for each web site.
Subsequent extractions will be done in these categories.

The classification procedure is in nature incremental for cases where there are no
big changes in page templates. When a template (or structure) changes a lot, a new
initial data set needs to be generated so that a new classification process can proceed.

5 Retrieving Recipe Records

We now describe howRecipeCrawleretrieves recipe data from the crawled recipe web
pages. There are two modules involved, nameéiytbmated Extratdrand “Interac-

tive Annotatiof.. Though they do different functions in retrieving recipe data, there is

no rigid execution order. IRecipeCrawlerthey are actually invoked asynchronously.
Fig.5 gives an illustration on how these two modules cooperate with each other. The
Automated Extractocontinuously does extraction on web pages whileltiieractive
Annotationis notified each time new attributes are identifiddtomated Extratowill
generate two data tables, nameRegtipe Datdand “Category Datg, from recipe web

pages and recipe category pages, respectively. Each table may contain some new at-
tributes during the incremental extraction. Thus an execution of annotation procedure is
needed. Then we select data fields that have been annotated from these two tables, and
join them according to URLs. Finally data is extracted and ready to be imported into
DBMS.

5.1 Automated Extraction

In this module, we adopt techniques proposed in [11] for automated extraction. As
reported in [11], an algorithm namegrtial tree alignmentbased on the simple tree
matching was used to extract data records in data intensive web pages, such as result
pages returned by online retailer web sites. The recipe category web pages in our system
are also data intensive web pages, so data records can be directly extracted by applying
this algorithm. But we need to modify it in order to extract new/updated records in it
for supporting incremental features. This can be done by comparing currently extracted
results to the former ones, so the details are omitted here.

On the other hand, extracting data from recipe web pages is not so easy. It is a non-
trivial problem because: (1) attributes that have never appeared in previously extracted
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pages may subsequently be added; (2) attributes that appeared in previously extracted
web pages may later be removed; (3) attributes that appeared as singleton in previously
extracted web pages may be modified to be repeatable. For example, referring back
to Fig.1, the “sauce” attribute appearing in Fig.1(b) is an example of added attributes,
and the “seasoning” attribute appearing both in Fig.1(a) and Fig.1(b) is an example of
revised attributes, which later can be repeatable. There is no example of removed at-
tributes in Fig.1, but it is easy to give out: any optional attribute can be it when we start
from web pages containing it to web pages without it. Though the technique proposed
in [11] can roughly handle these situations by selecting and starting from the maximal
web page in the hope of that it contains as many optional nodes as possible, it is un-
fortunately inapplicable in our incremental crawling scenario. So we have adapted it to
fulfill the incremental requirements.

Instead of explaining the detailed algorithm usedRucipeCrawlerwe give an
illustrative example in Fig.6 to show how it works. We suppose there are 5 recipe web
pages, and to be simple, we present them in simple characters sequence, in which each
character denoting a subtree directly contains text values, sucklds-Materials:
<BR>Beef 150g/LI>" . We can get the sequence by specific traversal of HTML
tree [11], and we use pre-order traversal here. According to [11], partial tree alignment
first selects the biggest web page as the seed and then do multiple tree alignment. In
our example, the biggest one is t3. But in an incremental situation, t3 may not be in the
initial set because it is not created by any webmaster at all. In our example, we assume
that the initial set has t1 t2, whereas t3, t4 and t5 are added subsequently.

For the initial set we apply the partial tree alignment technique. First we do a sibling
matching (as shown in Fig.6(2)), which is used to handle repeatable attributes (“d” in
t2). The sibling matching scans each tree and tries to match siblings in it. If two sib-
ling nodes match, they will be replaced by a single example node (we simply take the
first one). We do not consider non-sibling nodes because usually a list of repeatable
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attributes will not be interrupted by other attributes. ( For example, the webmaster will
not insert some cooking steps in the middle of listing materials.) And the sibling match-
ing performs whenever we match a web page to another (as well as the template, see
below). After doing that we make the tree matching based on the edit distance compu-
tation to find mappings. By taking the biggest one t2 as the template, we can align t1
to it and by applying partial tree alignment techniques [11] we can also align optional
nodes. The basic idea of partial template alignment is trying to find the unique insertion
location for each unmatched nodes. In our example, “b” of t1 is unmatched, but we can
find a unique insertion location in t2 for it, because “a” and “d” are matched and there is
nothing between themin t2. So “b” should be inserted between “a” and “d” in t2 to form

a template. After inserting all optional nodes as proven in [11], recipe data is extracted
and a template (shown in Figure 6(3)) is induced. Then an annotation process may be
invoked, but at this time we are not sure that the nodes “b” and “f” are the data attributes
we need (they can be useless values such as “copyright by” et. al.). Another reason is
that they may be disjunctions as we have only few instances. So, in our example, we
simply suppose no annotation in it, so actually we only extract “a”, “d” and “e”.

Now we come to the part of incremental extraction. Supposing that t3, t4 and t5 will
be updated and crawled one by one, Fig.6(4,5,6) shows how the extraction is done. The
basic idea is to match new crawled web pages with the existing template and insert the
unmatched nodes into the template. When there is no unique insertion location for the
specific node, we insert it by merging it as a possible value into a possible node. In our
example, when t3 comes, we find that “c” does not have a unigue insertion location as
there is already an unannotated “b” between “a” and “d”, so we merge “c” as a possible
value into “d”, thus the template can cover t3 (as shown in Fig.6(4)). At this time t3 can
be partially extracted with some part left in the induced template, which may be further
matched or annotated (extraction process will give annotation process a notification at
this time). Another node, say “f”, matches with the one in the template, thus we have
enough instances to identify “f” as an attribute and both “f” nodes in t2 and t3 will be
extracted.

After processing t3, t4 comes in subsequently. This time we match it with the tem-
plate too. The difference is that when matching with node “b ¢”, we need to match
two times to find the best one. We can see that “c” will be matched thus attribute “c”
will be identified. But we can not take it out from the “b ¢” node for there is still no
unigue insertion location. The template after matching and extracting t4 is as be seenin
Fig.6(5). After t5 comes, matching with t5 will identify the attribute “b” too. And the
order of attributes “b” and “c” can be identified since we have t5 as the instance (there
is a “b” “c” sequence in t5). Thus all attributes are identified and can be extracted. The
induced template is shown in Fig.6(6). Next time when new web pages come in, the
same processing techniques can be used.

Note that currently we do not consider disjunctions in our strategy due to two rea-
sons. Firstly, disjunctions are actually not that serious when we are doing incremental
extraction. By using following web pages as examples (Fig.6(6)), identifying whether
there are disjunctions is easy. Secondly, the chances of disjunctions making our strategy
broken are fairly few. For example, considering a web page t6(*a ¢ b d e”), our strat-
egy would break while handling it. But this is rare because t6 means that web master
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changes the order of attributes (such as giving “cooking steps” before “materials”). It is
almost unlikely and we did not find any cases in our practice, so we leave this problem
to be a possible future work.

5.2 Interactive Annotation

Currently inRecipeCrawlethe annotation procedure is designed as an interactive pro-
gram. It can be asynchronously invoked by a system operator while the system does
automated extraction. The template induced by automated extraction will be presented
to the operator for annotation instead of requiring him to do annotation on each record.
When a new attribute is identified, a notification will be given. Then the system oper-
ator can check the revised template and examples to decide what kind of attribute it
is. Having annotations made to the extracted recipes and category data, they will be
selected out and joinned based on URLSs to generate the final extraction results. Unan-
notated data will be reserved in the extracted data storage for future annotation. This
mechanism ensures us to be able to incrementally extract meaningful recipe data for
RecipeVievas soon as newly crawled web pages come in. In our practice, we perform
the interactive annotation when the initial set was extracted and when enough (e.g., 10)
new web pages are extracted. The current practidRegipeCrawlershows that such

an approach is quite reasonable and effective.

5.3 Importing Recipe Data Records

As shown in Fig.2, the extracted recipe data recordRégipeCrawleare to be utilized

by a front-end application system call&®ecipeViewSince the retrieved recipe data
records come from various sources, they should go through an importation procedure
before they can be fully utilized. This procedure is called “PreprocesReiripeView

which involvesFiltering andStandardizationTheFiltering module makes sure that all

the recipe records are qualified for the system requirements (e.g. by checking whether
the data fields of each record are correctly identified). Ir'Sfadardizatioomodule, all

the recipe records have to conform to a standard presentation by fusing different data
formats together. For instance, the display sequence of the data fields in each record
must be the same. Thus they become uniform and consistent. After the “Preprocess”
procedure, the recipe data records are imported into an underlying DBMS for possible
user manipulations within thRecipeVievgystem.

6 Conclusion and Future Work

As we believe, building incremental data extraction is a critical step towards practi-
cal, continuous, reliable web data extraction systems that utilize WWW as the data
source for various database applications. In this paper, we have described such a system
(viz., RecipeCrawleywhich targets at incrementally collecting recipe data from WWW.
General issues in establishing an incremental data extraction system are considered
and techniques applied to recipe data collection from the WebR@aipeCrawlehas

served as the backend of a multimedia database application system fuadipe \View
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and offers good experimental results. Various techniques proposed in literature for data
extraction from WWW are adopted and adapted to do the automated recipe data extrac-
tion as well as to support incremental features. As for future research, besides evaluat-
ing and improving our system, we also plan to address other important issues, including
better crawling strategies and automated annotation algorithms.
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Fig.2 Syntax and semantic optimization
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XTI SR 2 ) 4 5 WU (containment mapping) ] I 56 B PTQ &84 1 ] T AN A7 AEAH 56 5 AR
KRNI PTQ My /Mb PTQ by Ho-r 4 A R AFAN PTQ 113 [ B ) 7 HL 4 1) 908 Tl P ORAIF de /M BV

149



2% 5 0 22 T G I OB R 35 SCHR[23 ] 45t T S A% PR IE B, AR IR R 45 th R4 s
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CHR[3014E H TPTQMICIM (constraint independent minimization)$ ¥, 55 SCHER[2914H ], He 5730 i 2L fik by 2
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W 52 B A PTQAR 45 20Kk, I CIM A 1K) J8 K B2 2% 2 O(n).
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o DUJEE A AR A B AT BN B AR A RS T 20 OGRS 5 B T R VE LA IR U 3 ) A v AT A B,

150
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Fig.3 CoMET optimization system
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Fig.5 XML data and its corresponding DataGuides
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1) 3 A A5 S, AT A MR 45 b0 4 500 10 23 A Xl 7 925 R R A < S8 il XML ST RY ) 45 #4) f 37 X Sketches, S8
S AR FH 20 P R 5 1 0 320 ) 3 A R 2R K Ak - twig PR TG A 280, 2 SR 3 PR A 2 23 AT 189 5 TR I8 1 3K A 7 % 1 HE
Tt b .

XSEEDYJ7 VA 4 XSEED 45 #1380 1 F 33 VA 45 15 0 Kb B 366 JA1 45 14 F5 /E DTD P A 28 LAA+,B*) [ 1
SCMIAGE s — A8 VA 25 55 XSEEDAZ 25 #7234 FA 5 T 7R I A [ Z AN I A58 o %1 I 45 A28 T,
T 5 T DUAR B b Ak 2 417 A5 346 U R 0 X B X Path £ 1.

T JR B} R A AR (18— AN R AR 15 R ST &5 RS A AR AL PR R 0 o 45 s A A A PR AR T S B B IR 2
XML #4274l mi s JU o0 &5 U TR AR DG PR AR 3 5, N ) IR Tk R BUR 2 B B WS A J7 L GE A )
3322 (R AR AR U8, TR VA M U A 0 S B AR )k R

Q) HEEWMAEIE

$E B 75 7 IO R 0 AR B 54 R 2 R i Min-wise independent permutationst . 3X Fl 7 2 F T A%
TEBIAN R A 2 (B AR AL 4R IR R AIE 0 0 i M A R B SR A 3RS LA ATE T3 6 MR A5 o8 B0 o5 T A7
AR /N A E A SR IE R BN

SigA=(min{z(A)}, min{m(A)},...,min{m(A)}).

o(tt,..t) =

s

1+i
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HoAU={1,...,n}; & U [HEF; | &0 A5 2R 50 A~ 4
sigAlUmUAk [i1= rnin{sigAl [i],...,sigAk [i1}.

LAl
[AU....UA|
lAKJWKJAJ:Iﬂ\mHHHJA)}—~~;mHMﬂKAJ}H°IAH.

KT ERAVE T bR HUN R 18 7 VELE SCRR[44] D AT VR R IR0 ik

FIH 545 06 A5 i vk B AR R IA A 1 5k D - F S 8 G v B A T gt B A o ) T R AR TR A
IR J% 4t 20 R A U O 22 AN AH OG- B A I ) 2 ST B P SCHR[40] PR BE T 3 R AR 20 AR IV 7 VR IR ELAL T A
[ 17 9 2 Ta) IR ARG 25 A e A AT - S50 110 A 52 % B 20 1) A : BB A A B T I I e T 1 B FL R IE R =
ARG S Pl S 5 10 77 9 P A SRR DG I PR RS 8 1 2 (115 78 e 1.

IR PR A SR R P A S B AR BT R R G B S B AR B 10 S AR, R e e T HR
TS ARt B AT AR S 5 XA T3 A2 2% A PR L 56 25 A AR 8 A AT O Rl v A A DK o) 3 T ) 5
AT Al THIX S EE AR 2 AT AR R i) L

T T B 30 1) 5 T v 1) A B 07 %% AT A (R AU T B SRR (1 % Pl i L (Xpath, Xquery, /%, value) K &, 1J
PALELSE N 3R 2.

A Fdm K&, 7 =

>

Table 2 Comparisons among various methods’ processing

w2 AMINELPLRE ) LLAL

Query // * Branch Value Correlation

Statix Simple twig + value N Y Y Y N
Lore Simple path N Y N N N
CST Simple twig + prefix string matching N Y Y Prefix string matching Y (set hashing)
Path tree Simple path N Y N N N
Markov table Simple path N Y N N N
Xsketch Simple twig N N’ Y N N
Xsketches Simple twig + value N N’ Y Y Y (md methods)
XSEED Path Y Y N N N

(3) PEEHIEIA

Wt NPOSR AL 7 1 K 7 7 G0 vk 456 J5 AR 230 5 L, JEARAN T 5340 D0 ik T AELSE R AR A A T RIS T

JE AR AR Al vt i T4 S R AR Al T AR 4 A — N SR IR, BT 0 2 4RI S AR A% TP I 25 AN G T 5
AR ARAN At v D0 5 G T 2 A s AR AN [ DX 3 R AL 5 S AR5 AR D 3 6 2R, 0 0 ok 5. 18T 6 s - AR AL S i,
W B DX 3 i A FR A 0 BT AT & 88 D AR I 45 RS AXGC, DR BT R R 3 & O ATR R 5 R S
A1 D, FIX sk o JUAT 20 2 £ XSl A7 45 e L 20 4 s AR 40 45 RO S AR IR 25 18 B B R AT
I3 6 KR AT B 23 S5m0 R AR R L T AR R AP R AR AL 4% AP, B S ARAN B il oF 4 Uk

Est, ,[A]= Hist, [A]x {%x Hist,, [A] + Hist,, [B]+ Hist,, [C]+ HistPZ[E]+%x (Histp, [D]+ Hist, [F])} .

PRSI AT TI=INC e ) iU d B S N P C AT A 2 ST i o o = A (E R o = AR = TR VIR I3 B | ST E
WA L3R OC 2R AR T 35 23 A AR B 40 v S A5 RN DAREAS BB 7 AR 2 ) IR R R 2 A A ) 4 O A
G I AR AFAR K — A Gk R 07V 2 0 ol 8 T AN [R) 2R BRI 46 5 180 0 A1 475 100, (HL 8 A5 6L b T 2 TR DR X A 7 V& At
PRTFD Ie) 2 N B TR) TR R 5 J5 ARG R IR ik A, R0 T 8 A2 v B T ] PR 2 9% o 5 1) 8.
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SE R RS T B 45 4 55 XML IR UA 308 A0 [, vl o 30308 A & (A7 B O VE AU SE F A5 B G SR XML 3 3 45

157



4 A EOh U T A AN O(n); S5 B IR AE A AL O(n!).

Ty it R R 3 B 1 A7 Ak i A2 4 S, AR ] AR e A2 0T 1 2 50 o I OBl T A R (8, — e R B
ICA—5E IR 510 R ZET /N TR B # 42, JLZH AU O(nk).

7 PR S R B 28 v 3 7 ) — i e T S 1 R R A R R 43 g 22 A 48 A 8 1 4
53 ISR T AN 5] 350 53 D455 P 00408 1 3 A7 s 06 T 07 B, SR P — 4 B 07 1R 7 9255 0 SR v AR OC B AN [+ Jg 2 £ 4
A 15 0, T R B T £ 4 B T AR X XML S v i, 3 R T BRI AR 45 B 14 O v R A
S5 R AR R 28, 0 FH 5 B 0 v 3 A 4 B 1 23 A A 0. SCR[4 1] 7P 0 T &85 2 M AR F R R R B
J5 B D7 iR et 06 2001 e — M bR 12 BT A B s 4 o, O B AN R 28 B 4 hObR A R 300 A8 XS B AR T
G S AT VR ] £ RN SE T G AR R TGV A TR R A% 1 A R R A A T T — 25 A o IS AR AN B

i L PO S — ol e PR LA R R R S e e O S T O AR SR A T A o oy
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532 GitHE R R0

ot T 7 P 45 1T RO E 94 5 B B0 FE A Ak f DT — s O S A, 3 3 SR P 02 /N I8 4 3R
DCT(discrete cosine transform). P 5 123 BB 15 5 & v K82 10 Al s 4 4 20 82 1) 3R 80 TR I 25 R AR D 145 L.
JIN TR G5 5 AR AR A T e S R 3 A R O 8 4 T P Yan VA5 SR P R R K VR 4 L L A
H 5 2 R o B0 AL S B 1) B 140 43 A 5 250 e D7 9 P 8 AR Bl A 3 A 1 B A K

B R AE B F0 5 JR AR R 2 1) T 4 AR NG TH A5 S rb B s AR A6 v 25 SR 58 Wi AR R A2 4 L R S
o L RE D R 2GR (. SCHR[S TR 384 4 BN IRNR 530k, 8 i SE 56 43 B 17 LR 5 A6 AN ) 1 B
3 AT 0T W5 0 B I 7 P 2 TR AR il T RS 580G 3R AH R R A3 B AR R A8 52 1 5 vk
533 Sl B4

PEEATHT R0, B AU X XMLG 5 B 43 10 708 2D W SCHR[S4148 B —Fp DR BE R R e gy vk, L 8
AR AE B T 4R I G vh 15 5, R T 2 1 I 10 38 0 A R A0 A0 45 A5 5. 0 A0 10 B U0 A 7 A 5 R R )
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FRASL R TR AR T T 2% 0 S 70 A i P 78 06 30 St A B 470 1) U 455 P 0 W A e R D) 2 — T i %
WD 2 35 i SCHR[S41RAR s AE TR R i 4P 8 115 B SCHR[5514% T 3L T Stati XM HE 22 IMA X888 5 4 47 5092,
ARG A5 5 BB B =49 (12 A 53 R B L R4 L.

6 SDERREE
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Abstract  Selectivity estimation of path expressions is the basis of XML query optimization and also intense
research interest. A path expression may contain multiple branches with value predicates. Some of the
values and the nodes of the XML data are highly correlated. Previous methods of selectivity estimation
rarely take that relation into consideration and assume instead that the selectivity of attribute values on
different nodes and structures is independent and uniform. In this paper a novel value histogram is
proposed which captures the correlation between the structures and the values in the XML data. Also
defined are six operations on the value histograms as well as on the traditional histograms that capture nodes
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As XML becomes the standard for data exchanging over the Internet much research has been devoted to the efficient support of
XML queries. Compared with traditional query optimization technologies XML query optimization has complex data model weak
schema information supporting and insufficient relative basic research. So it needs some particular technologies. An XML query
expressed by a path expression may contain branches with predicates and each branch may have different impact on the selectivity of
the entire query. If the branch with less selectivity is queried first the intermediate result will have a relatively small size and the
query efficiency can be improved. XML data is a hybrid of structures and values some of which are highly correlated. Previous
methods for selectivity estimation deal with the distribution of the value and the structure by using independent assumption and have
not taken into consideration the predicate value correlation among@8e different branches. We design a novel method connecting the
isolated estimation together like a bridge. The method is of great accuracy especially when the distribution of the value or structure of
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we show can boost the system performance
remarkably.

Keywords: XML ; Database
CLC Number: TP 391

Received date: 2006-03-25

Foundation item: supported by the grants from the Natural
Science Foundation of China (60573091, 60273018)
Biography: MENG Xiaofeng(1964-), male, Professor, research
direction: web integration, XML Database and mobile data
management. Email: xfmeng@ruc.edu.cn

the tree structure and the data type definitions of XML
data, i.e. nodes in data tree are organized together based
on its schema. We argue that making good use of schema
information could improve the efficiency of storing and °

0 Introduction

ML is a self-describing language, and has become the new de

facto standard for data representation and exchange on

Internet. The increasing number of XML repositories has
stimulated the design of systems that can store and query XML data
efficiently. Many systems have been designed to meet the goal. All of
these systems can be divided into two categories: one falls into the
Relational way, which utilizes the table-based storage model of
existing DBMS, and needs to map XML data into two-dimension
tables(e.g.™); The other is a native way, which develops a tree-based
storage strategy for XML data, and doesn't need an additional
mapping.

The relational strategy introduces an additional transform
between the logical XML data and its physical relational storage. As
hierarchy of XML data is complex, and optional or repeatable
sub-elements are allowed in it, the mapping from XML data to
relational data often results in large amount of tables. Due to this
storage strategy, the complexity of XQuery is beyond the capacity of
SQL expressiveness. None of the existing traditional DBMS could be
adequately customized to support XML, despite all claims of their
vendors.

In a native XML database, XML data is stored directly, which
retain XML data's natural tree structure (for short, we call it data tree,
and call elements of XML document in it as nodes). The query
processing engine can handle query languages such as
XQuery&XPath directly on the tree structure. As it reserves the tree
structure of XML data, native strategy can avoid the mapping
operations. Some native XML databases have appeared, for example,
Timber?, Natix™, tamino!” and so on. Most of these systems are
schema-independent, that is to say, the schema is not a necessity of
the system. But OrientX believes that schema plays a crucial role in
XML data management and is indispensable. XML schema describes
retrieving XML data remarkably. XML schema is of
great use in the following aspects of a native XML
database:

As related(neighbor) nodes in XML data tree are
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likely to be queried at the same time, it is better to
store them together, and XML schema provides
the information of how nodes are related.

e Path index is very important to XML query
evaluation, and schema makes good support to it.

® Schema can be used in validation of query and
update processing.

® Query optimizer can collect statistical information
by integrating the schema.

e Schema is the precondition to access control of

XML data.

OrientX stores XML data using its own storage
subsystem---OrientStore, in which XML data is stored in
pages on disk, the granularity of storage can be changed
according to schema. When stored data are loaded into
memory, tree structure of the related nodes is built
dynamically, therefore OrientStore offers a DOM-like
navigation interface to the upper modules. Besides
OrientStore, there is a holistic Index Structure called
SUPEX, in which all path index and some value index
are put together. XPath queries can be handled efficiently
through fast navigation and join operation with the help
of SUPEX. There are two query Evaluators for XQuery
in OrientX. One is navigation-based, the other is
algebra-based.

1 Motivation

The goal of OrientX is to build a native database
system, which can manage XML repositories
conveniently and efficiently.

Among all criterions of such a system, we first
focus on the two main aspects: storage and query, for a
well-designed storage and an efficient query evaluator
form the basis of a good database system.

Two kinds of information need to be stored to
preserve the structure of the document tree: node and
edge. Node denotes element's data type and content.
Edge denotes the direct relationship (Parent-Child in data
tree) between nodes.

Another issue in XML data management is query,
on which much work has been done too. A group of
automata-based approaches are proposed for XPath and
twig query processing, but they become incapable when
facing complex XQuery statement. However, XQuery
has become more and more popular because of its
expressiveness and flexibility. There are two main
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methods to process XQuery, one is navigating through
the data tree, and the other is using an algebra.

Besides storage and query, many problems remain
in XML data management, such as indexing, query
optimization, updating and accessing control on data
repository. As XML is more and more popular today,
both the industry and research communities show close
interest to these problems.

2 An overview of OrientX

The overall architecture of OrientX is shown in
Fig.1, it can be divided into three layers: data storage,
access interface and execution engine.

Documents
Documents

Execute Engine

‘Data DEflllitiOIl‘ ‘ XQuery ‘ ‘ XPath ‘ ‘XUpdate‘

Element Nod: Schema info cord Address

Data Schema

Manager

Index

<
o >
Manager Manager

% -

Storage Manager

— I

Fig.1 OrientX Architecture

® Data storage

In OrientX, XML documents are organized in
datasets according to their schema, which is a main
feature of data repository. Interfaces for user to create
and/or delete dataset are supplied. Documents should
first be imported into certain datasets before any other
jobs being done. Validation of document is done during
importing process, if data does not conform to schema, a
relevant error massage is reported and importing process
will be interrupted. OrientX also supports document
export operation. The detail of the storage strategy will
be discussed in section IV.

® Access interface

The access interface consists of data manager,
schema manager and index manager, which is uniform to
upper level applications and data storage is hidden by it.

Data manager offers a uniform interface to access
the storage subsystem. The only entity type the query
evaluator can obtain is a logical element, which is the
same as node. And some navigation methods are bound
to logical elements to support navigation on data tree.



OrientX system is based on XML schema, and
schema manager is a key module in the system. The idea
and implementation of schema manager are discussed
later in section V.

® Execution engine

The execution engine composes of several
modules. The data definition defines a document in the
dataset. XPath and XQuery evaluators are the two main
parts of execution engine. The basic strategy of XPath
processing is navigation, however, in co-operating, we
also develop the index-based strategy that acts effectively,
the detail has been described in our previous work®.

our previous work P® has discussed storage
module, schema management, index module and
optimization module in detail, so here we only briefly
describe the above four modules, we will focus on the
new modules of our OrientX system, which include the
query processing engine, update handling strategy and
the access control module.

3 OrientStore: A multi—granularity
storage strategy

Several native storage strategies have been
developed®**®l. According to the granularity of the
records, these storage methods can be classified into
Element-Based(EB),Subtree-Based(SB)and
document-Based (DB). We observe that schema plays a
key role in designing effective storage strategies for
XML management systems. OrientX exploits schema
information in the design and implementation of two
storage strategies " Clustering Element-Based (CEB),
and Clustering Subtree-Based strategies. OrientX also
implements the above schema-independent storage
strategies DEB and DSB. Detailed description can be
found in our previous work®®.

4 Schema Management

OrientX is schema-based. XML Schema strictly
constrains the type and structure of data. So, data storing,
retrieving and updating are all under the schema's
guidance. Schema information can be used in data layout,
in choice of index, in type checking, in user access
control, and in query optimization. Schema in OrientX is
consistent with the XML Schema standard. Detailed
description can be found in our previous work™..

5 SUPEX: A Schema—Guided Index
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Structure

SUPEX"! consists of two structures: structural graph
(SG), and element map (EM). SG is constructed
according to the schema, and represents the structure
summary of XML data; each node in it represents a list
of elements in XML document with the same tag name
as the schema node. And EM provides fast entries to the
nodes in SG. Further information can be found in our
previous work™®.

6 Query Processing

We have implemented several kinds of Query Proc-
essing Engines in our OrientX system based on the
original work'®. Currently two XML query engines have
been used extensively in OrientX, one for XPath, the
other for XQuery. Here we only introduce the techniques
utilized in our new navigation-based XQuery
evaluator™™.

e Combine continuous steps in one XPath into a
single path. An XPath fragment has been separated
into a series of step expressions, the navigation
processing on it should be nested loop. But the only
element we want is end step of the long XPath, all
traversal for its ancestors is redundant. With the
help of OrientStore and the SUPEX index, we can
access any elements directly.

Reform syntax tree into reduced execution plan.
Structure of execution plan of navigation processing
is similar to the structure of the syntax tree of
XQuery statement. Especially, the key FLW(O)R
structure in syntax tree is also the key operation in
processing. Therefore, we use a "reduced"® syntax
tree to denote the execution plan. Note some tricks
in the reducing and reforming process:

1) multi-processing units may be put together in-
to one syntax node, for example, the FOR-Var
binding, LET-Varbinding, WHERE-Predicate
and the RETURN-EleConstruct form the FL-
WR node.
multi-syntax nodes may be put into one
processing unit; this is one kind of reducing
operation

2)

! Reduce here means omitting some hierarchies and

nodes in the syntax tree.



We explain the reforming from syntax tree to
execution plan with an XQuery example Q;:
<results>{
let $doc := document("bib.xml")
for $t in distinct-values($doc//booki/title)
let $p := $doc//book[title = $t]/price
return
<minprice title="{ $t }">
<price=>{ min($p) }</price>
</minprice>
}</results>
Q1's execution plan is shown in Fig 2. We can see
that it is pretty small and is similar to Q1 in the structure.
Most transforming actions are straightforward.

EleConstruct esults

FLWR

LetVarBind F,Ie(“,mm@

minprice

LetVarBind ForVarBind

AurConstruct

EleConstruct

$doc//book]fitle = $t)/price

BuiltInFun

Distinet

$doc//book/title

doc, bib.xml

BuiltInFun

min, $p
Fig. 2 Execution plan for Q;

In execution, a pointer pointing to a node in the
execution plan is hold during the whole query process. It
points to the root in the beginning, and it travels through
the plan tree in the top-down and left-right manner, if it
encounters a source data node, for example, a
ForVarBind node, then proper data is located by
navigating on source document tree, on its way going,
operations on subsequent "action" node are done on
current located data. When the end of a FLWR is
encountered, the pointer is redirected to beginning to this
FLWR node except that there is no proper source data
available. Query execution stops at the same time when
the pointer stops.

The whole query process in OrientX is shown in Fig.
3, the white rectangle denotes processing modules and
the rectangle in grey is auxiliary data or data structure.
The chain composed of thin solid line is the data flow of
XQuery statement, the chain composed of thick solid

Xquery Statement
e

/// Role mapped )(l’alh.:.]‘"

' i
» v
| Schema Valication }—D— Role Valication ’—P| Query Parser

Schema Graph
XM ;dula SUPEX =
Query Evaluator |-t

Result Document

_Role logged in

I Query Optimizer

Fig. 3 Query process
Line is data flow of source XML data. The broken line
denotes the fact that the auxiliary data is used in the
target module.

7 Update

With the extensive use of XML in application over
the Web, how to update XML data is becoming an
important issue. So we currently implement a new
update engine to the users. We extend XQuery with a
FOR ...LET.. WHERE...UPDATE structure for updates.

For XML documents with schema, we should check
whether the update request violates the schema
constraint. This is called update validation.

As elements are all encoded with region code in
OrientX, we have to encode the newly inserted data right
after inserting process, some efficient strategy is used in
code encoding for updating during update/inserting™..
Currently, update for index is not implemented, it seems
that it is similar to the update for common relational
index.

The update process is as follows: Firstly we locate
the referred element in document. Secondly we validate
the update request according to its schema. The
validation includes the check of the new data's inner
constraint and whether the new data as a whole can
appear at the specified location. The request being valid
means that all constraints are fulfilled, if not, it is
rejected. Finally, valid request is evaluated.

8 Node—Mapping Role Based Access
Gontrol

Access control module is an essential part for an
integrated database system. Because of the different data
model between relation data and XML data, the access
control mechanism in relational database is not capable
of managing XML data any more. Some important
aspects need to be reconsidered, such as the granularity
of access control, the semantic of authority, the relation
among the rights on relative node in XML structure. At
the same time, large data capacity and alteration of the
data also should be taken care of. In this section, we will
discuss a new Node-Mapping Role Based Access
Control module for XML data that is utilized in the
OrientX system.

The module is excited from the fact that the part of



dataset one can access in an XML document being best
described by one node or several nodes in schema graph.
It is true that if role A is the superior to role B, then the
part of dataset that role A can access should be the
superset of the part of dataset that role B can access.
Therefore, we can map the two roles to two nodes in
XML schema so that ancestor is the superior and
descendant is the junior. In this way we can achieve both
the excellence of Role and the convenience of XML data
access controlling.

We give the definition of role here: A role is a set of
triples R = {Node, Context, Action}, where Node denotes
the tag name of the root of the subtree in schema graph;
Context is an XPath locating the unique position of the
node in the schema, and the Action represents a
collection of allowed operation on the node, including
reading, inserting, deleting and updating.

Access rules can be defined on roles(nodes), for
example, we have used the Dynamic Separation of Duty
Relation(DSD) characteristic to solve the problem of
illegal association information accessing. Roles can be
assigned to the user in two ways: positive and negative.
The positive roles assign the actions user can do, and the
negative roles assign the actions user can not do. In
OrientX, general roles and DSD roles are all supported
for compatibility. A user can choose many general roles
during one session, and only one DSD role during one
session.

9 CGConclusion and Expectation

In this paper, we described the system structure and
design of OrientX, an integrated, schema-based native
XML database proposed by Renmin University of China.
We have explored many issues on XML data
management and proposed some new ideas. We also
proved that schema plays a crucial role in XML data
management system. Right now, the storage, query and
index parts mentioned in this paper have already been
implemented, and the query optimization, access control
parts are being integrated and will be completed soon.
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Abstract Recently, query processing on the XML stream is a hot topic in research community, in which how to efficiently handle XPath
query on the XML stream is a core problem. On dealing with this problem, the previous work mainly concerns how to efficiently handle
unordered XPath query, but in the application of XML stream like stock information monitoring, news feed monitoring and etc., we
often need to handle ordered XPath query. On concerning these requests, the previous methods often break the XPath into some query
Fragments and execute them separately, at the last stage these algorithms refer to an explicitly join to get the final results. On observing
the characteristic of the ordered XPath query, we bring order specification and position specification into the query tree which may
record the order relationship between the query nodes, and then we propose a novel XPath query processing method OrderedXP for
XML stream, which can to the maximum extent reduce the number of intermediate results we cache in the memory compared to the
previous work with the additional benefits of no decomposition and final join step. Extensive experiments show that our OrderedXP
algorithm can handle all the ordered XPath query efficiently.
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Algorithm 1: StartElement(rn., QT)

Input: n is the label of the element
Input: QT is the Query-Tree structure

1 begin

2 0, = QT . findQueryNode(n)

2 parent = QT .get Parent Node((),,)
4 if Qparent is NULL then

5 (), .getStack (). pushin)

8 L RETURN

T Edge = (Jy.getEdge()

8 Stacky = Qparent .getStack()

0 if Stack,.existValid Parent(n, Edge ) then
10 L () .getStack (). push(n)
11 end

HiE1
EndElement M RIS YE 2 WTLUEH AN 6 A4
AR 1K A A4S L P-Spec, W Z4HTSE L2
HEASF-S KR BN AL g mi, K% F-S KR
TR S SR AT, BRI SR AF (R 4 i F-S 06
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Algorithm 2: EndElement(n, QT')

Input: n is the label of the element
Input: QT is the Query-Tree structure
1 begin

z Qn = QT findQueryN ode(n)

3 itemn = (,,.get Stack.pop()

4 [*STEP 1*/

5 if SOME Q. P-Spec LIKE {F5,p,+} then
]

8

o

o

I_ ClearF5Cache(QJT | item)
J¥STEP 2%/
if ). P-Spec NOT NULL then

L

/*STEP 3%/

if - StructurePosPredicateSatisfy((),,. item] then
I_ Clear and Return

11

12 BV, = étem.get Structure BV ()

13 if - AllSafisfy(BV,,,) then

id |_ Clear and Return

15 J¥STEP 4%/

18 it SOME ,..0-Spec LIKE {F,I,-} OR {F5,ls,—} then
17 |_ Cache item into (),,.CQ and Return

18 [ASTEP 5%/

19 it SOME @},.0-Spec LIKE {F e target} then
20 if = has match target item then

21 L |_ Cache item into (.00 and Return

22 MSTEP 6 SUCCESSFUL MATCH*/

I3 Qparent = QT .get ParentNode((),,)

24 Noti fyParentQueryNode(() parent ifem)

25 end

BiE 2

T K0 AC A W) 25 A R B NotifyParentQuery
Node j&Z % — /N EE A, FEIRERI MY
A W45 3R B A>T A UC d 2 i 3 40 A2 A v 45
R BN RS R BY, A8 S IR

MEE 2 e ] Ut BATTI T AR —
WA LY, SRR SRR T APath &,
4. KW
h T IR AR SO IR B 0 M e R AR 6 T 2 T
TAERCRIE T, SEI AT AR — B
OrderedXP SLVEMIZ i TAF (Twigh[4]) I LLH (X 5
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Abstract. HStar is implemented to support large scale OWL documents man-
agement. Physical storage model is designed on file system based on semantic
model of OWL data. Inference and query are implemented on such physical stor-
age model. Now HStar supports characters of OWL Lite and we try to adopt strat-
egy of partial materializing inference data, which is different from most of exist-
ing semantic repository systems. In this paper we first give the data model which
HStar supports, then give an analysis of our inference strategy; storage model
and query process are discussed in detail; experiments for comparing HStar and
related systems are given at last.

1 Introduction

RDF(S) standard is firstly proposed by W3C to support research and application of
semantic web. It can be used to describe Ontology and metadata with very limited
express ability. To support more complicated application of semantic web, OWL stan-
dard, which is built on RDF(S), is brought forward. OWL imports more vocabu-laries
and rules and is divided into three sub languages: OWL-Lite, OWL-DL and OWL-Full
based on the express ability. Semantic web needs high performance se-mantic reposi-
tory for OWL documents. Now there are many prototype systems, most of which de-
pend on relation database and are designed for RDF(S) documents. From RDF(S) to
OWL, more semantic rules make performance of these systems depraved dramatically.
This can be proved by our experiment of Sesame [1] using database storage model. Re-
lation database has a single storage model, which cannot satisfy complex data model of
OWL data, e.g. the hierarchy relation in OWL data cannot be represented by relation
table directly. Relation database can only use logical pointer, not physical pointer, to
link different entity in OWL data. Most systems completely materialize inference data
to reduce join operation of logical pointers. For such method, more complicated storage
strategy is needed to support update operation and this will affect system performance
seriously, e.g. Sesame [1] constructs large de-pendent relations among entities of OWL
data after loading operation and this is a waste of time. Completely materializing in-
ference data is not fit for large scale OWL documents, because large redundancy data
will be produced and this will also affect system performance, especially for loading
operation. This has been proved by our experiment discussed in section 6. HStar de-
signs physical storage model, which is independent of relation database and based on
characters of OWL Lite data. Most of inference is processed during query processing
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time to avoid storing large scale inference data. Our aim is to improve performance of
semantic repository and provide the possibility of managing large scale semantic data.

2 Relate Work

Along with more and more popular research of semantic web, many semantic reposi-
tories have been developed. All of them can be divided into three categories based on
the persistent strategy they use: RDB (Relational Database)-based, File system-based
and Memory-based. Because RDB has been fully studied these years, RDB-based sys-
tems are in the majority, like Sesame [1], DLDB-OWL [6], RStar [5] and so on. Sesame
provides a general storage interface and implements storage method on MySQL, Oracle
and so on. File system-based and memory-based storage methods have also been imple-
mented. Sesame provides two logical storage models: RDF schema and RDFS schema.
No inference is supported for RDF schema. For RDFS schema, user can use default
inference function defined by Sesame, but this is limited to inference rules defined in
RDFS. Moreover, user can also use self-defined inference rules, which makes Sesame
have good extensibility. From RDF(S) to OWL, only the self-defined inference rules
change. But from experiment, we can observe that large number of rules is needed to
express complete OWL semantics and when loading data, performance is very bad for
doing complete inference based on such rules. Therefore, it can’t be used to manage
large scale OWL data. DLDB-OWL uses MS Access as its persistent platform and uses
inference engine FaCT. It declares high performance for large scale OWL data, but has
limited inference ability. From ex-periment we can observe that DLDB-OWL cannot
get any answers for some queries. OWLIm [3] is a typical memory-based system. It
supports more semantic rules than any other systems. OWLIim uses Sesame’s general
storage interface and it has higher performance than Sesame’s own memory-based stor-
age module. To support persis-tent storage of semantic data, OWLim uses a simple file
format, named "N-triples” and provides backup function. But when do query and infer-
ence processing, all data will be read from hard disk into memory. From experiment,
we can observe that OWLim cannot handle OWL documents which size is larger than
100MB on general computer hardware. Because OWLim supports most of the semantic
rules in OWL Lite, we use it as benchmark of query completeness in our experiment.
To support large scale semantic data management, HStar is built on file system and do
query and inference processing on physical storage model. Very small part of inference
data is materialized and almost the same semantic rules are supported as OWLim. Only
one query has less answers than OWLim when do test queries of Lehigh University
Benchmark.

3 Data Model

To give better description of HStar’s functions, we formalized data model of OWL
supported by HStar. This data model has summarized most of the characters of OWL
Lite. Our storage, inference and query processing strategies are all based on the data
model.
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D: all data in OWL document as formasubject property object
L={C,P,I,Rc,Rp,Rop,R1,Rcr, Tp};
C = {URI;|3 < URI; rdf:type owl:Class> € D};
P = {URI;|3 < URI, rdf:type owl:ObjectProperty> V
3 < URI, rdfitype owl:DatatypeProperty-€ D};
I ={URI;|URI; ¢ CandURI; ¢ P};
Rc ={C; < Cj|C;,Cj € C A3 < Cjrdfs:subClassOf; >€ D}U
{C; = C;|3 < C; owlequivalentClas€’; >€ D};
Rp = {P; < P;|P;, P; € PA < Pjrdfs:subPropertyOP; >€ D}U
{P; = P;|3 < P; owl:equivalentProperty’; >€ D}U
{P; < P;|3 < P;owlinverseOfP; >¢ D};
Rcp = {[Pi, C)]|3 < P;rdfs:domainC; >€ D Vv 3 < P;rdfsrrangeC; >€ D};
R; = {{URI;,URI;||3 < URI; P, URI; >,P, € P € D}U
{URI; = URI;|3 < URI; owl:sameAdJRI; >€ D};
Rer = {[URI;, C;]|3 < URI; rdfitypeC; >€ D};
Tp = Py U Ps U Pp U Prp;
Pr = {P;|P; € PN\ < P; rdfitype owl: TransitiveProperty>€ D};
Ps = {P;|P; € PA < P; rdf:type owl:SymmetricProperty>€ D};
Pr = {P;|P; € PA < P; rdfitype owl:FunctionalProperty-€ D};
Prp = {P;|P; € P\ < P; rdf:itype owl:InverseFunctionalPropertye D};

OWL data has been divided into three categories by this data model: one consists
of C, P, I, which respectively represent OWL Class, OWL Property and Individual Re-
source; one consists &, Rp, R;, Rcp, Ror, Which respectively represent relation
of elements in C, relation of elements in P, relation of elements in |, relation between el-
ements in C and elements in P, relation between elements in C and elements in |; the last
one isTp, which represents characters defined on OWL Property, including transitive
Pr, symmetricPg, functional P and inverse functionab; . C, P, R¢, Rp, Rcp and
Tp are used to define Ontology and they are always stable. Most of OWL data focus
on R;, which use Ontology to describe type and relation information of elemerits in
Completeness of inference includes two aspects: one is to get complete relalipn of
and Rp, the other is to get complete relation 8f and R¢o;. The former represents
complete ontology and the latter represents complete ontology instances.

4  Analysis of Inference Completeness

We mentioned above that inference completeness is to get coniplet®», R; and
Rcr. Below we give a detailed discussion for them respectively:

4.1 Completeness Analysis oR¢, Rp

Elements inR¢ have two relationsC; < C; represents inheritanc€;; = C; rep-
resents equivalence. Inheritance is transitive. Equivalence is transitive and symmetric.
Because equivalence affects inheritance, complete equivalence relation should be com-
puted first. Complet& should satisfy:
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(@)VC; € C,cangetal{C;|C; € C A 3 (explicit or implicit) C; = C; };
(b)VC; € C,cangetal{C;|C; € C A 3 (explicit or implicit) C; < C;};
(©)VC; € C,cangetal{C;|C; € C A 3 (explicit or implicit) C; < C;};

There are three methods to guarantee requirement (a): The firstis to store all explicit
C; = C; and get all relevan{C; = C;} to construct equivalent set when query; The
second is to store all explicit and impligt; = C;. There will be no implicit data left
and equivalent set does not need to be built. The third is to store equivalent set directly
on hard disk. The second method uses redundancy data to improve search performance
but adds maintenance cost. The third method not only avoids redundancy data, but also
can get equivalent set directly. It is suitable for managing large equivalence relation. In
general, equivalence relation in OWL is quite few. So HStar adopts the first method.

For inheritance relatiod’; < C;, transitive character makés, < C; < C, =
C; < C%. Requirement (b) and (c) are all related with it. There are also two methods
for these two requirements: One is for every transitive chain, compute all implicit in-
heritance relation and put them into storage system. E.g. illyse- C; represents
C; < C; and suppose there are inheritance relations in fig.1.

There are four transitive chains in fig.; < C; < C;, C; < C; < Cp,
C; < Cy < Cp, C; < Cy < C,. We can compute three implicit inheritance relations
from these chains?; < Cy, C; < C,, C; < C,,. For large inheritance relation, such
method will produce too much redundancy data. Computation complexi?yid) (n
is the number of elements in inheritance relations) and it will be a hard work to main-
tain the redundancy data. The other method is using tree storage structure to represent
inheritance relations.

Ci Ci
N SN
Cj  Cx Ci Ck
YV AV
Ci Cm  Cn Ci Ci™Cme Cn
Fig. 1. An example of inheritance relation Fig. 2. Tree structure for Fig.1

NodeC,, in fig.1 splits into nodes§’,,,; andC,,». NodeC,,; copies all information
of Cm and nod&”,,,5 is a reference of’,,,; . If itis required to find allC,,, which satisfy
C, < Cy,, first locate node”,,,; in Fig.2, get all ancestors @¥,,1, i.e. {C;, C;}, and
then get all ancestors df,,,2, i.e. {C;, C}}, union the two result sets and remove the
duplicate, we can geC;, C;, Ci }. Such method avoids computing redundancy data,
but needs native tree storage on hard disk. HStar adopts this method.
Inheritance relation and equivalence relation definefd jnare same as those kv
in essence. HStar uses same method to deal with them. Besides these, there is another
relation defined, i.e{ P; < P;| < P, owl:inverseOfP; >¢ D}. This relation will only
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bring implicit data inR; according to OWL semantic definition. So we will discuss it
later.

4.2 Completeness Analysis aRy

From definition of R;, we can see there are two sub-relations in it. We give their defi-
nitions below:

Rr1 = {[URI;,URIL;]|3 < URI; P, URI; >€ D}
Ri2 = {URI; = URI;|3 < URIiowlsameAd/RI; >€ D}

R, defines equivalence relation which affects completenegg ofjust as equiv-
alence relation inR- does. Besides that user can directly defide, property that
is element ofPr or Prr can also inferRy, relation. The inference rules are defined
below:

< URIL;P,URIxy > N < URI;P,URI, > NP, € Pir = URI; = URI,;
< URI P,URI; > N < URI,P,URI; > NP, € Pr = URI; = URI;

So completeR ;2 needs to apply rules above to every elemerinand P; . And
the process needs to do iteratively. E.g. supp@se Pr, a, b, ¢, d respectively repre-
sentan URland{< a P,b >, < aP,c> <bP,d> < cP,a>} € D. According
to rules above, we cangeta P.b > A < a P, ¢ >= b = c. But the process cannot
terminate now, because= c also affects existed data. With this consideration, we can
get< bP,d > A < cP,a >= d = a. The process needs to do iteratively until no new
equivalence relations are generated. Storage meth&g-0f the same as equivalence
relation of R¢.

Completeness af; is mainly determined by characteristic Bf. If P, € Pr or
P, € Pg or P, has inheritance or equivalence relatiorip, it will bring implicit data
into Ry;. If there existP, satisfyingP, € Pr A P, € Psg, we treat suchP, as an
equivalent relation.

There is a condition that is not defined definitely in OWL semanti€¢Af < P, €
R,orP, < P, € R,}and{P, € ProrP, € Psor P, € Py or P, € Prr}, whether
P, € ProrP, € Psor P, € Pr or P, € Prpis not defined. So HStar does not
consider the interaction effect betweRBp andT,.

Under the precondition above, completenes® gf can be considered frof;, Ps
andRp respectively:

1. Py defines transitive character which is equivalent to inheritance relatiég-oh
essence. HStar adopts the same method to dealRyith

2. PS defines symmetric relation and related rule in OWL is
P, € Ps\ < URI; P,URI; >=< URI; P, URI; >. Two methods can guar-
antee the completeness &f: One is to store all implicit data brought b¥.
E.g. when user inserts URI; P, URI; >, both< URI; P,URI; > and<
URI; P, URI; > will be stored. There is no need to considgy character when
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guery with this method. But the volume of such data will be doubled. The other

method only stores the explicit data and use query rewriting to safisfye-

quirement. E.g. supposB, € Pg, query< URI; P,? > should be rewritten

as< URI; P,? > and<? P, URI; >. When data volume that hd%; character

become larger, performance of the second method will be better than the first one.
3. RuleP; < P;A < URI, P;URI, >=< URI, P URI, >makesR,

may bring implicit data. Considering quetyU R1,. P; ? >, if there is only

< URI, P;URI, > in Ry, noresult will be returned if don’t use rule above. As we

have mentioned in section 4.1, relatiBn< P; in R, is stored as a tree structure in

HStar. For anyP; in this structure, all its descendants can be accessed directly. So

when processing query U RI,, P; 7 >, HStar will search all data in D which have

P; or P;’'s descendants as their Property. Special storage design in HStar makes such

operation can be processed efficiently. We will give detailed analysis in section 5.

Relation{Pi < P;| < P;owlinverseOfP; > D}, which is defined ink,, has

rule < P;owlinverseOtP; > A < URI, P,URI, >=< URI,P;URI, >

defined in OWL semantic. Lik&,, completely materializing implicit data brought

by this rule will double such data volume. Query rewriting can also be used here

and its performance will be better when data volume is larger.

4.3 Completeness Analysis aRc

Rer describes type information of URI and it is the most complex part of OWL data.
Both R¢- andRcp affect completeness dt¢; and the related rules are list below:

1. < URI, rdfitypeC; > AC; < C; =< URI, rdfitypeC; >
2. < P, rdfs:domainCy, > A < URI; P,URI; >=< URI,; rdf:itypeC, >
3. < P, rdfsirangeC'y > A < URI; P,URI; >=< URI; rdf:typeC, >

As we have mentioned in section 4.1, relation< C; is stored as a tree structure in
HStar. When processing quetyU RI, rdf:type? >, we first getC; if there is explicit
data< URI, rdf:itypeC; > in D; then get all ancestors @f; and return them as the
result. For rules 2 and 3, if we don’t get complate; relation when loading OWL
documents, the whole data space search will be required when query processing. HStar
materializes all implicit data brought by rules 2 and 3.

From discussion above, we can observe that HStar only materializes implicit data
brought byPr and P; -, implicit data inR<; brought by Property’s domain and range.

5 Storage Design

From the third section, we can see that the main part of OWL data is five kinds of
relations,R¢, Rp, Rop, Ry and R¢oy. How to organize these relations on hard disk

is the task of storage design. Considering the characteristics of both OWL data and
queries against it, we designed a special storage model for OWL data, which is built
on file system rather than RDB, ORDB and etc. In the rest of this section, we will first
describe the inner identifier of entities, and then present the storage method of different
relations.
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5.1 Inner ldentifier for Entities: OID

In OWL data, entities are identified by URI, which is usually a long string. Storing
original URI takes considerable space; therefore we use inner identifier OID to replace
URI in storage. OID consists of two membeid; which occupies four bytedlag,

which occupies one byte, indicates whether entity has equivalent resources. Thus an
OID totally occupies five bytes, which is much smaller than a URI. The relationship
between OID and URI is one to one and is saved in two global hash tables.

5.2 Storage ofR¢ and Ry

Inheritance relation ink¢ is stored in tree structure. We named it C-Tree. E.g. the
relation in fig.2 is stored as C-Tree structure in fig.3. Each tree node keeps addresses
(represented by page number and offset in physical page) of its first child, parent, left
and right siblings. It is easy to access the ancestors and descendents of a tree node by
these addresses.

Non-tree nodes in inheritance relation graph split into multiple copies. One is pri-
mary (P-Node), and the others are references. E.g. iggdias been divided into
Cm1,Cme. They are linked in the Same Entity List (SE-List), with the primary one
as head. Only primary node stores the address of child and Individual List.

Locating arbitraryC,, in C-Tree structure is an indispensable operation for inher-
itance relation query. C-index is built to improve the performance of this operation,
which is a B+ tree structure and uses identifiers of P-Nodes as keys. As showed in fig.3,
C-index record addresses of nodes in C-Tree. Using C-index and SE-List, all the nodes
responding ta’, in C-Tree can be accessed quickly.

Ci|l-——— G

Coi > O™

C-index C-Tree

Fig. 3. C-Tree and C-Index foR¢c Storage

Equivalence relation ilR¢ is stored in B+ tree. E.g. suppos&g is equivalent to
C; and the id ofC;’s OID is smaller than the id of’;’s OID, and then take€’; as key
and C; as value. Only explicit equivalence relations are stored. Equivalence sets are
built in memory to facilitate query processing, each set corresponding to a memory list.
Updating equivalence relation needs to maintain both B+ tree and lists in memory.
Individuals related to the san@, are stored in one Individual List (I-List), whose
start address is saveddn,’s P-Node of C-Tree. E.qg. in fig.4, individualsand.; have
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type of C,,. They are stored in an I-List, with the start address kept in @gde of
C-Tree. This structure is to facilitate querying individuals of given Class, which is the
most frequent query abouio;.

-1

IC-Index

Fig. 4.1-List and IC-index forR-; Storage

Queries for type of given individual are less frequent but necessary. IC-index is built
to facilitate these queries. It is a B+ tree index, which uses OID of individual as key.
Leaf node contains all the Classes to which the individual belongs. E.g. IC-index in
fig.4 records that individual; belongs toC,,, and; belongs taC,, andC,,.

Only explicit R¢; relations are stored in I-List and IC-index. To guarantee the in-
ference completeness, we need to combine I-List and IC-index with C-Tree structure.
That is the reason why we store addresses of I-Lists in P-Nodes of C-Tree. E.g. in fig.4,
to find individuals ofC;, I-List of both C; and its descendants need to be returned. Here,
I;, I; is the result. To query type df, we findC,,,; through IC-index, thei,, and its
ancestors are returned. He€g, C;, Cy, Cy, is the result.

5.3 Storage ofR,, Rcp, Ry and T,

Inheritance relation and equivalence relatiorinare stored in the same way as those
relations inR¢. P-Tree, and P-index are built as C-Tree and C-index. Inverse relations
in R, are stored as data members of P-Nodes in P-Tree (Property Treé); forP;,
storeP; in P;’s P-Node, and stor#; in P;’'s P-Node.

T, andR¢ p are also stored as data members of P-Ndfjgts represented by a byte
and the first four bits are used to indicate whetRghas transitive, symmetric, function
and inverse-function charactef. p is stored as two arrays, which store entities having
rdfs : domain orrdfs : range relation with P,.

Equivalence relation i®?; (namelyR;5 in section 4.2) is stored as same as that re-
lation in R¢. Individual pairs ofR 1, which are related to same transitii?g, are stored
in one Individual Tree (I-Tree). I-Tree adopts the same structure as C-Tree, including
I-index and SE-List structures. E.qg. in fig.B,, is transitive. Pairsi, I,,), (Ix, 1)
relate toP,,, and are stored in its I-Tree. Individual pairs related to same non-transitive
P, are stored in two Individual B+ trees (IB-Tree). One is SB-Tree (S-Key B+ tree),
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taking subject as key. The other is OB-Tree (O-Key B+ tree), taking object as key. E.g.
in fig.5, P,,, is not transitive. Paif;, I;) relates toP,, and is stored in its IB-Trees.
SB-Tree takes li as key and OB-Tree taess key. The root addresses of I-Tree and
IB-Trees are kept itP,’s P-Node.

IP-index is built similarly to IC-index. The difference is that IP-index records how
an individual relates to different properties (as subject or object). E.g. the IP-index in
fig.5 records thaf; relates toP, as subject (represented by solid line§)relates to
P,, as object (represented by dashed line), and so on.

Pi Ii
Pi IR
P Lk
P-index I« IP-Index
Il -an IJ s /\
] ' I In
Ij Ii
SB-Tree OB-Tree I-Tree

Fig. 5. Storage ofR, and R,

Queries againsk;; can be processed in a similar way wififa:;. The difference is
that queries againgt;; may need further search i,’s I-Tree or IB-Tree. For transitive
P,, searchin I-Tree in the same way as in C-Tree. For non-trangitiyeearch in SB-
Tree with given subject, or in OB-Tree with given object.

6 Query Processing

HStar supports queries in SPARQL language, which is proposed by W3C and likely
to be the standard query language for OWL. When we mention "OWL query” later,
it means SPARQL query. Here we give a query example, which queries all the facts
related to "students take courses”.
PREFIX p:<http://www.lehigh.edu/"zhp2/2004/0401/univ-bench.owl>
SELECT ?x ?y
WHERE {
?y rdf:itype p:Course.
?x rdf:type p:Student.
?x p:takesCourse ?y

}

We call triple with variable(s) “Query Triple”, QT for short. E.g. “?y rdf:type p:Course”
in the query example is a QT, in which “?y” represents variable to be evaluated during
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query processing. From query example above, we can observe that QT is the basic
unit in OWL query. Query processor first evaluate all QTs to get middle results and
then choose some order to join all middle results to get final results. Different join or-
ders produce different sizes of middle results and this affects query performance. Such
problem has also been encountered in SQL query processing. For OWL data is different
from data in relational database, new solution needs to be proposed. In the next section,
we give our intuition for this problem and describe several possible solutions that can
be used for OWL query optimization.

6.1 Query Optimization

1. Remove possible redundant QTs based on Ontology.
Rep is part of Ontology and it defines domain and range of a Property. Rules

< Pyrdf : domainCy > AN < URI; P,URI; >=< URI; rdfitypeC, > and
< Pyprdf : rangeCy > N < URI; P,URI; >=< URI; rdf:typeC, >

have been mentioned in section 4.3. These rules not only bring implicit data, but
also define restrictions. That means if there<isV RI; P,URI; > in D and P, has
domainC,,, has range’,,, thenU RI; must be an instance of Clags,, and U RI;
must be an instance of Clags,. We can make full use of such restrictions to optimize
some type of queries. E.g. suppose there are properties “StudentNumber”, “Teach”
and two disjoint classes “Student”, “Teacher”. We know only Class “Student” can
have “StudentNumber” and only Class “Teacher” can do “Teach” in real world. These
facts will be defined byR.,. Now if user issues query.?s StudentNumbetn ><
?7s Teach?’c >,we can immediately judge that such query has no result because “Stu-
dent” can not “Teach” and “Teacher” has no “StudentNumber”. Another example is that
if user issues query:?s rdf:type Student> <7sStudentNumbetn >, we can remove
QT <7srdf:itype Student> because only “Student” has “StudentNumber”.

2. Choose Join order based on statistic data.

Choosing join order needs a method to estimate mid-result size of two QTS’ join.
E.g. query< sp; 7z >, <?xpy Ty >, <?ypso > contains three QTs. There are two
possible join ordersi< sp; 7z > join <?xpy 7y >)join <?ypso >or< sp;tr >
join (<?xp2 7y > join <?ypso >). If we can estimate middle results’ size Gf
spr?x > join <?xps?y >)and(<?rpy?y > join <?ypso >), then we can
choose the join order which has smaller middle result size. Here we suggest borrowing
idea for such problem from relational database. When loading data into HStar, we can
compute how many triples there are for every Property, we named this numbgy;as
and compute how many different instances there are for every Property’s subject and
object, we named the two numbers &S, and NV,,, then the middle result size of
< spy ?z > join <?zpo 7y > can be computed byiin{ Nip1/Nop1, Nip2/Nep2 }-
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7 Experiment

Experiments in [2] give detailed compare among semantic repositories, DLDB-OWL
[6], Sesame-DB [1], Sesame-Memory [1] and OWLJessKB [4]. The experiments test
performance of data loading, query processing and query completeness. In our ex-
periment, we do test on systems DLDB-OWL, Sesame-DB, OWLim [2] and HStar.
OWLim is a memory-based system, implemented under Sesame general architecture
and has better performance on data loading, query processing and query completeness
than Sesame’s original memory-based system. OWLJessKB [4] is also a memory-based
system. [2] points out that it has implemented incorrect inference strategy. So OWLim
can be treated as the best memory-based system and we ignore Sesame-Memory and
OWLJessKB system in experiment.

Our experiment uses an extension of Lehigh University Benchmark, which has been
described in [2]. Four test data sets are generated by tool provided by [2]. They are
univerl, univer5, univerl0 and univer20. The smallest data set is 8MB including 15
OWL documents. The largest is 218MB including 402 OWL documents. We get "Out-
OfMemory” error when loading univer10 into OWLim system. Sesame-DB uses user-
defined inference rules and costs about 13 hours to load univer5. "OutOfMemory” error
occurred when loading univer20 into HStar for a memory-based hash map is used. This
will be improved in the next version. DLDB-OWL costs more than 13 hours to load
univer10, but it still doesn't finish loading work, which is different from that discussed
in [2]. So we just give out the test result for first three data sets.

7.1 Experiment Environment

Hardware: CPU P4.3G, 512MB of RAM, 40GB of hard disk; Software: Windows XP,
Java JDK1.5, MySQL4.1.4, MS Access2003, DLDB-OWL(04-03-29 release), Sesame(
1.2.2), OWLIm(2.8). For all test systems, we set maximum heap size as 256MB.

Data set Instance numbekoad time(ms)Repository size(KB)

OWLim LUBM(1, 0) {103,074 2,985 17,311
Sesame-DB 1,206,141  |48,333
HStar 98,641 19,922
DLDB-OWL 183,937 15,876
OWLim LUBM(5, 0) |645,649 47,578 107,809
Sesame-DB 47,131,655 |283,967
HStar 982,875 77,082
DLDB-OWL 994,157 89,156
OWLIm LUBM(10,0)|1,316,322 - -
Sesame-DB - -

HStar 2,135,453  |154,656
DLDB-OWL - -

Table 1. Description of test data sets and data loading performance

191



From left of fig.6, we can observe that OWLiIm has the best data loading perfor-
mance for the first two data sets. HStar has almost the same performance with DLDB-
OWL. Sesame-DB has the worst performance. [2] pointes out that Sesame-DB con-
structs dependent relation among OWL data elements when loading data. This is very
time consumed but is very useful for update performance. DLDB-OWL doesn’t con-
sider update problem. HStar just materialize a little part of inference data and it's easy
to maintain their relation.

[2] gives 14 query test cases. They are used to test query performance and query
completeness. In our experiment, OWLim supports the most semantic rules and we use
OWLim query answers as benchmark to evaluate other systems’ query completeness.

5e+006 T T T T 300000 T T T T
FStar —— HStar ——

lsesame-DB ---* [Sesame-DB ---x
bLDB-OWL -8 ; DLDB-OWL &
250000 :

4e+006

200000 |

3e+006 [

150000 |- K A

Load Time(ms)
Reposilory Size

2e+006 - /'
- 100000 |- / P

50000

16+006 - o

Data Set Data Set

Fig. 6. Data loading performance and repository size

From fig.7, we can observe that HStar has different answers with OWLim only for
the 12th query. DLDB-OWL has no answers for the 11, 12, 13th queries. Sesame-DB
has incompleteness answers for the 6, 7, 8, 9th queries and has no answers for the 10,
12th queries. We can sort them by answer completeness as below: OWH8tar>
DLDB-OWL > Sesame-DB.

\ / 1 osp R \

ool \

Completeness
Query for univer-5

04 Vo

02 : \ 4 02 \

DLDB-OWL & ) ) ) ) ) ) , | [DLDB-OWL -0

2 4 6 8 10 12 14 2 a 3 8 10 12 14
Query for univer-1 Completeness

Fig. 7. Query completeness

192



Fig.8 describes the query response time for 14 queries. To avoid impact of OS
buffer, we test 10 times for every query and compute the average time. Only OWLim is
memory-based, so it has the best query performance. HStar, DLDB-OWL and Sesame-
DB have different query process strategies, so they have owned preponderance for dif-
ferent queries. E.g. HStar has better performance for queries 6, 8, 10, 11, 12, 14 than
DLDB-OWL and Sesame-DB, has better performance for query 3 than DLDB-OWL
but worse than Sesame-DB, has worse performance for queries 1, 4, 7 than DLDB-
OWL and Sesame-DB, has better performance for query 2 than Sesame-DB but worse
than DLDB-OWL. For queries 5, 9 and 13, the performance is related with data sets.
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Fig. 8. Query response time

From experiments described above, we can summarize that HStar has an ideal per-
formance for data loading, query processing and provides the highest query complete-
ness among all hard disk based systems.

8 Conclusion

This paper introduced a semantic repository system called HStar, which is based on
file system. We first formalized OWL data model supported by HStar and then gave
detailed discussion for completeness problem of OWL data, gave detailed discussion
of storage design on file system and query processing strategy. At last, we used exten-
sional Lehigh University Benchmark to test HStar and compared it with DLDB-OWL,
Sesame-DB, which use relational database, and OWLim, which is memory-based. From
experiment, we observed that HStar has an ideal performance for data loading, query
processing and provides the highest query completeness among all hard disk based
systems. Because HStar has used a memory-based hash map module, "OutOfMemory”
error occurred when loading data set univer20. We plan to design a hard disk based hash
structure to replace it in next version of HStar.
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Abstract developed,which can be divided into three categories
based on the storage strategy they use: RDB (Rela-
Abox inference is an important part in OWL data man- tional Database)-based[8, 10, 9],File system-based[4] and
agement. When involving large scale of instance data, it Memory-based[3].For the RDB has been studied exten-
can not be supported by existing inference engines. In thissively these years, RDB-based systems are in the major-
paper, we propose efficient Abox inference algorithms for ity, like Sesame[8], DLDB-OWL[10], RStar[9] and so on.
large scale OWL-Lite data. The algorithms can be divided Sesame provides a general storage interface and implements
into two categories: initial inference and incremental in- storage method on MySQL, Oracle and so on. Sesame
ference. Initial inference is used in situation where only aims at storage for RDF files, and doesn’t take the feature
raw data exists in storage system, and for this category weof OWL data into consideration.From experiment, we ob-
propose Rule Static Association Based (RSAB), Rule Dy-serve that large number of rules are needed to express com-
namic Association Based (RDAB) and Rule Grouped-Sortedplete OWL semantics and loading process is also very inef-
Based (RGSB) inference methods. Incremental inferenceicient for doing complete inference based on such rules.
algorithm is used in situation where large volume infer- Therefore, it can't be used to manage large scale OWL
ence data exists in storage system, and for this categorydata. DLDB-OWL uses MS Access as its persistent plat-
we extend the initial inference algorithm and propose Rule form and uses inference engine FaCT[7]. It declares high
Pattern-Sharing Based(RPSB) method. At last, extensiveperformance for large scale OWL data, but has limited in-
experiments show that our methods are efficient in practice.ference ability. From experiment we observe that DLDB-
OWL cannot get any answers for some queries. OWLIm[3]
is a typical memory-based system. It supports more seman-
tic rules than any other systems. OWLIim uses Sesame’s
general storage interface and has higher performance than
Sesame’s own memory-based storage module.But when do
] qguery and inference processing, all data will be read from
OWL[1] (Web Ontology Language) is proposed by W3C  harq disk into memory. Because OWLim supports most of
and itis used to describe Web resource. OWL-Lite is a sub-ihe semantic rules in OWL Lite, we use it as benchmark
language of_ OWL. It was d|S|gned_for easy ,mp|emen'_[at|0n of query completeness in our experiment. To support large
and to prowdt_e users with a functional subset tr_\at will get gcale semantic data management, we develop HStar system,
them started in the OWL. Inference for OWL-Lite can be \yhich is built on file system and do query and inference pro-
divided into two categories: Thox and Abox. Thox infer- cessing on physical storage model. In this paper, we mainly
ence concerns Ontology and generally can bg supported b¥.qncern the inference engine in HStar system.
existing inference engines[6, 7, 12, 5]. Abox inference fo-
cuses on large scale instance data, and can not be supported This paper discusses Abox inference for large scale
by existing inference engines. OWL-Lite data and divides the algorithms into two cat-
As the research of semantic web is becoming more €gories: initial inference and incremental inference. Ini-

and more popular,many semantic repositories have beerfia| i_nference is used in situation Where only raw data ex-
ists in storage system. Because inference about one sin-

*Supported by the National Natural Science Foundation of China underg|e rule has high computation cost, it is important to re-

Grant N0s.60073014, 60273018; China National Basic Research and De- ; ; ;
velopment Program’s Semantic Grid Project No. 2003CB317000; the Key move redundant rule inference. From this point, we propose

Project of Chinese Ministry of Education under Grant No.03044 ;Program RU'? S_tatic Association Based (RSAB), Rule Dynamic As-
for New Century Excellent Talents in University sociation Based (RDAB) and Rule Grouped-Sorted Based

1. Introduction
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EquivalentClass(u,v),(x type u):-(x type v)
SubPropertyOf{u. v).(xuy)-(xvy)
FunctionalProperty(p).(u p v).(u p x):-(y sameAs x)
InverseFunctionalProperty(p).(x p u).(v p u):-(x sameAs y)
TransitiveProperty(p).(xp v).(vp z2):-(x p 2)
SymmetricProperty(p), (xpv) - (v p x)

InverseOfip. q). (xp v) - (vq x)
EquivalentProperty(p, q). (xpv) - (x qv)

Domain(p, c), (x p y) - (x type ¢)

Range(p. c). (xp y) :- (y type )

SubClassOf(u, v), (x type u) - (x type v)

{u sameAs v) - (v samedAs u)

(usameAs v), (upx) - (vpx)

(usameAs v), (xpu) - (xpv)

AllValuesFrom(c, p, d), (x p ¥). (x type ¢} :- (v type d)

(RGSB) inference algorithms.Compared to basic inference
algorithm, RSAB algorithm removes some redundant rule
inference procedures. But there still exist some redundant
procedures. RDAB takes data set and rules together into
consideration, any redundant procedures can be removed b
this algorithm. The whole Rules of OWL-Lite Abox infer-
ence has lattice-like relation,based on which we can group
rules and sort such groups. Do inferences based on Group
Sorted Rules can make inference more focused and then re
duce the number of data and pattern matching.

Incremental inference algorithm is used in situa-
tion where large volume inference data existing in
storage system.So we propose Rule Pattern Sharing
Based(RPSB)increment inference algorithm to reduce num-
ber of data and pattern matching. Compared to old data, Table 1 inference rule in OWL-Lite
new data is generally small in scale. So buffering new data

in the sharing patterns can avoid redundant inference and ,
reduce number of data and pattern matching. Vin }tO represent variable sets 8., 1. .. Prns—n, then
The contributions of this paper are: the variables which belong tB;,,s,. is in the subset of

(1) We summarize general Abox inference methods for Vi, Vo, oo Vin 1
large scale OWL-Lite data and divide the algorithms into
two categories: initial inference and incremental inference. 3. Initial Abox Inference Algorithms

(2)For initial dataset, we propose Rule Static Association
Based (RSAB), Rule Dynamic Association Based (RDAB) 1o hegin, we give the definition of complete inference
and Rule Grouped-Sorted Based (RGSB) inference algo-gataset, which defines complete results that do not omit any
rithms besides basic inference algorithm. inference procedures, then we talk about basic rule infer-

(3) We extend initial inference algorithm and design ence, at last we will explain rule association based inference
Pattern-Sharing Based incremental inference( PSB) algo-gigorithms.

rithm to handle incremental inference.

(4) We present an extensive performance evaluation of3 1 Basic Inference Method
different inference algorithms and analyze the results in de-
tail.

| | | b2 = S| O 00 ] O] | e | ] D] =

Before introducing any inference methods,first,we want
to explain inference complete dataset,for it is critical to the
2. Preliminaries final results.
Definition 1: Complete Inference DataseGiven the
Before introducing any specific inference algorithms, dataset D which is declared by users explicitly, we call D*
first we will explain some symbols used in this paper. the complete inference dataset after inference procedure, if
[2]describes the features of OWL-Lite, according to the and only if it satisfies the following condition: no new data
semantic of which we list rules related to Abox inference can be generated in D* using any rule.
shown in table 1. According to the above definition, we can get D* from D
The basic unit of rule is binary relation related to Ontol- using the rules shown in table 1 repeatedly. We first discuss
ogy data and ternary relation related to Instance which areinference methods focusing on single rule.
described by RDF syntax. We call them rule pattern, written  The rule premise consists of several patterns, and the as-
by P, whose formal formatis: P2B,,.;, | Prns. Prns =(S P sociation between patterns is connected by the same vari-
0), in which S, P and O can be variablds,,;,=Rel(Class = able. For example, the association between patterns (a p b)
|Property|Class, Property), in which Rel(Class) describes and (b q c) is connected by variable b. Generally speaking,
the relationship between Class, Rel(Property) describes rethere are two methods to compute all instance data from
lationship between Property. Rel(Class, Property) describeghe rule premise. One is to use join method and the other
the relationship between Class and Property. Inference Rulds navigation. The former method is to match the pattern
in Abox can be formalized as below: with the data, then for each pattern we can get a result set,
R = [Pontos | Prns—1s+-+» Prns—n - Prns—z, the part at last these sets are joined to get the final set. The lat-
before symbol ’:-’ is called rule premise, and the part after ter method is to match a certain pattern with the data, then
symbol - is called rule conclusion. If we ugely, V5, ..., use its result set to query the pattern associated with it, this
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procedure continues until all the patterns have been han-3.2. Association Based Inference Methods

dled. In most cases,the navigation method is better than
the join method.When many variables in the pattern are un-

Based on definition 1, we propose single rule inference

Algorithm 2 doesn’t consider the association of rules, so
known,the join method would probably match all instances we may do redundant inference. When a certain rule R gen-
in the dataset,which is unaccepted for large scale data. erates new data, which triggers other ri&s}, then R and

{R’} have association relationship. If we can get all R and

algorithm using navigation method belof.f represents

value sets of instance data matching the pati&jn

Algorithm 1: SingleRuleReason(R,D)

begin
select rule R whose pattef?) has known element;
{1t Query(P));
repeat
Select a pattert?; which has least unknown
elements associated I%;
Substitute corresponding variablesr with
the value in instance sets | and obtiy;
{3} — Query(P));
if J= NULL then
| delete corresponding data frofh};
else
| combine | and J and gét,J};

Substitute corresponding variable in rule

obtain result set D’;
foreachitem e in D'do

if e doesn't exists in Bhen
| insertitinto D; return TRUE;

return FALSE;
end

until the rule premise of R has been scanned once

conclusion of R with the value in instance set | and

Based on Algorithm 1,it is easy to think of a method

its association rulg§®R’'}, we only need to do inference on
{R’} to avoid redundant inference.

Definition 2: Pattern Match Pr,._4(a p b) match
Pr.s—p(x qy) if and only if x is a variable or a=x, and
g is a variable or p=q, and y is a variable or b=y.

Above definition ignores the case when pattern (x p u)
matches pattern(x type u), for this kind of match is related
to instance data, we callénditional pattern matchif the
rule conclusion of?; conditional matches the rule premise
of Ry, we call R; conditional association matadR,.

Based on the above discussion, we can improve basic
rule inference algorithm.The main idea is to provide a wait-
ing rule set.In an iterative inference procedure, if rule R gen-
erates new data,then we add rules that are associated to R to
waiting rule set,after that, we check whether new generated
data satisfies conditional association rules, if so, we add the
rules to the waiting rule set too. In next iterative inference
procedure, we do inference according to rules in the wait-
ing rule set. This method can avoid redundant inference.
Improved algorithm called Rule Static Association Based
Inference (RSAB)algorithm is shown as Algorithm 3.

Algorithm 3: ReasonAlgorithmil (D)

begin
Put all rules into WaitSet;
clear WaitSett;
repeat
foreach R; in WaitSetdo
if SingRuleReasoiD) then

Add rules associated t8; to

WaitSet1

which do inference straightforward.When new data is gen-
erated by using certain rule, in order to assure the complete-
ness of the inference, we need do inference for all rules over
again, for newly generated data may match the rule premise,
and the rule may lead to new data. When we have no prior
association in advance, it is an effective way to do inference

if new generated data satisfies

conditional association rulethen
| add rules to WaitSet;

WaitSet = WaitSetl;
clear WaitSetl;

iteratively to ensure the completeness of the result.

Algorithm 2: BasicReason(D)
begin

BOOLEAN hasNewData— FFALSF;
repeat

foreach R; in RuleSetlo
L hasNewData

— SingleRuleReason(R;, D);

until hasNewData is FALSE
end
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until WaitSet is NULL,
end

Algorithm 3 avoids some redundant inference proce-
dures, but not thorough.For example, in table 2, new data
generated by rule 1 can trigger rule 2, but when matching
instance data, the case is not always true. Say, rule 1 gen-
erates (X’ type V') , when it is applied to rule 2, we can
get SubProperty(type v), (X' type V'), if SubProperty(type,
v) has no corresponding instance data, rule 2 won’t generate
new inference procedure, so we need not add rule 2 to Wait-
Set. Determination of dynamic association between rules
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Figure 2 Pattern Sharing Structure
is similar to that of conditional association rule. We use
instance data to test if there exists matched data for non-
matched pattern.Now we give Rule Dynamic Association

Based Inference algorithm shown as Algorithm 4. Algorithm 5: ReasonAlgorithn8(D)
begin o
Algorithm 4 ; ReasonAlgorithn2(D) assume the order after grouping is
begin [{RU}—{R2}—...—{Rn}];
put all rules into WaitSet; for i — 1tondo
clear WaitSetl: do inference on rule sgR; };
repeat using ReasonAlgorithn2(D);
foreach R; in WaitSetdo end

if SingleRuleReason(Ri,Ehen
Add rules associated t8; which
match instance data generatediby
Based on table 1; )
if new generated data satisfies 4. Incremental Abox Inference Algorithms

conditional association rulethen
| add rules to WaitSet;

WaitSet = WaitSetl,; In section 3, we described Initial inference, now let’s
clear WaitSetl; consider another scenario: inference complete data has al-
until WaitSet is NULL, ready existed in storage system, now new data comes and
end needs to be inserted into the system. If we use the methods

introduced in section 3 directly, we will do redundant in-

) ) ) o ference on old data repeatedly, for those algorithms do not
Algorithm 3 and Algorithm 4 describe association based gjfferentiate new data and old data.

inference algorithms, which avoid redundant inference pro-

cedure by association relationship, but do not consider in- When new data and old data coexist,obviously,the old
ference order. data is inference complete and we want to avoid inference

procedure on it. But inference on new data may have rela-
Let's come back to table 1 again, and assume that theretion with the old data, for new data and old data probably
are only rule 5, 6 and 9, if we do inference in such order match certain rule premise.
[{5,6} — {9}], we can assure that rule 9 need only be exe-
cuted once, for newly generated data by rule 9 won't trigger
rule 5 and rule 6, so we can put them in one group, and do
inference before rule 9, or else we should do inference for
rule 9 repeatedly. for example, if we do inference in such
order [5}—{9}—{6}], and if rule 6 generates new data, it
will trigger rule 9 , probably trigger rule 5, we need a new
run of inference {5} —{9}—{6}].When we group rules in Box drawn with dashed line in figure 2 contain all the
advance, the inference iteration faces rule group, not therule premisefs,,;), we can see that rule 2 and rule 3 share
whole rule sets.Figure 1 illustrates the difference betweenthe same pattern (x uy). When rules are represented in such
Rule Grouped-Sorted Based inference algorithm and Rulestructure, we need only test the patters enclosed by the box
Association Based inference algorithm. in dashed line, then we can complete the inference proce-
dure along the pointer of the pattern.we propose Rule Pat-
After the discussion, we propose rule grouped-sortedtern Sharing Based(RPSB) incremental inference algorithm
based inference algorithm in Algorithm 5: shown as Algorithm 6.

In figure 2,we show design pattern sharing structure. we
test each pattern on the new data, if rules share the same pat-
tern, the times that rules match on new data can be greatly
reduced. Take rulél,2,3,13in table 1 for example, in the
rule premisePr, s, the common pattern is[(X u y)x, u, y are
variables].
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Assume the sharing patterns 4@, ..., P, };
clear WaitSet;//waiting to be inferred

foreachd; in A D do

foreach P, in {Py, ..., P, } do

if d; matchesP,, then

Assign corresponding variables i),
and the patteri, pointing to;

for each patterrP, pointing to, query
in new and old data and get inference

time was calculated.

Queries: We design the following 6 queries in order to
test the completeness of inference. These queries cover all
the inference rules.

Query-1. (? rdf:type Professor)
Query-2. (? rdf:type Student)

result: Query-3. (uri rdf:type ?)
if new data exists in inference result Query-4. (ur! isFriendOf ?) i
then Query-5. (ur! hasSameHomeTownWith ?)
add association rules based on Query-6. (uri love ?)
ReasonAlgorithnm2(D) to the . ) )
WaitSet; In this experiment, we use three instance datasets and

L their corresponding Ontology. The number of triples and
file size are shown in table 2:

end dataset | tripple numbers| file size(KB)
Ontology 428 42
. Instance 1 10694 992
5. Experiments Instance 2 19321 2483
Instance3 30181 4658

We now experimentally evaluate the techniques pre-
sented in this paper. First, we present the performance of Table 2 Triple numbers and file size
different algorithms in the initial dataset. Second,In the case o ) ) ]
of incremental inference, we compare the performance be- Because the basic inference algorithm is based on in-
tween RPSB and RGSB. tegrity definition, its results can be used as the standard sets.

Dataset We use Benchmark[11] developed by LEHIGH table 3-5 shows the fesults of diﬁerent inference algorithms
university, which provides test data and its corresponding ©" the above 6 queries, from which we can make a conclu-
Ontology, and also defines 14 typical queries reflecting SIO" that the initial mferenf:e algorithms are complete and
OWL semantic features. The details of the dataset will be COrrect.(Bl represents Basic Inference, None represents No
discussed later. Inference)

Figure 3 and figure 4 separately depict the Class and

Property hierarchy of the Benchmark. Query | None| Bl | RSAC | RDAB | RGSB
Environment: All experiments were conducted on a Query-1] 0 36 36 36 36
Pentium IV 1.7GHz machine with 512M memory, and 40 Query-2 0 666 | 666 666 666
G hard disk , running the WindowXP. We conducted our Query-3| 2 8 8 8 8
experiments on HStar system, which is an extention of Ori- Query-4| 2 > o o >
entX developed by Renmin university of China. All exper- | QUery-S| 2 4 4 4 4
iments were repeated 10 times and the average processingl QuUéry6| 1 1 1 1 1
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Figure 5 efficiency comparisons among different inference algorithms ! z ?
dataset
Figure 6 processing time between RGSB and RPSB
Table 3 completeness comparison on dataset 1
Query | None | Bl | RSAC | RDAB | RGSB which not only ensure the inference completeness but also
Query-1| O 44 44 44 44 improve the efficiency. At last,extensive experiments show
Query-2| 0 666 | 666 666 666 that our methods are efficient in practice.
Query-3 2 18 18 18 18
Query-5| 5 70 70 70 70
Query-6 0 1 1 1 1 [1] Owl,web ontology languagéttp://www.w3.0rg/2004/OWL
. [2] Rdf,resource description framework.
Table 4 completeness comparison on dataset 2 http://www.w3.0rg/RDF/2004.

[3] D.O.D. M. Atanas Kiryakov. Owlim - a pragmatic semantic

Query | None | Bl | RSAC | RDAB | RGSB repository for owl. In Proc. of Int. Workshop on Scalable
Query-1 0 52 52 52 52 Semantic Web Knowledge Base Syst@085.
Query-2 0 666 | 666 666 666 [4] P. G. David Wood and T. Adams. Kowari: A platform for
Query-3 5 18 18 18 18 semantic web storage and analy$sWWW 2005.
Query-4 9 730 | 730 730 730 [5] V.Haarslevand R. Moller. High performance reasoning with
Query-5 i 121 141 141 141 very large knowledge bases: A practical case studyB.

Nebel, editor, Proceedings of the Seventeenth International
Query-6 0 18 18 18 18 Joint Conference on Artificial Intelligenceages 161-166,
. 2001.
Table 5 completeness comparison on dataset 3 [6] V. Haarslev and R. R. Moller. A core inference engine for

Next the effici fthe f inf | the semantic welin Workshop on Evaluation on Ontology-
ext we compare the efriciency o e Tour Inference al- based Toolspages 2736, 2003.

gorithms, figure 5 shows the performance of the different 7] | Horrocks. The fact systenin Automated Reasoning with
approaches. RGSB performs best, while the performance Analytic Tableaux and Related Methods International Con-
of basic inference declines sharply as the dataset increases.  ference pages 27-30, 1998.

At last, we evaluate the performance two incremental in- [8] A. K. J. Broekstra and F. Harmelen. Sesame: A generic
ference algorithms, which are RGSB and RPSB.We evalu- architecture for storing and querying rdf and rdf schema.
ate the performance from two aspects: processing time and I Proc. of the 1st International Semantic Web Confer-
results completeness.We omit the completeness evaluation _ €nce(ISWC)pages 54-68, 2002.
due to limited space. [9] Y.P.L.Z.LiMa, Zhong Su and.T. Liu. Rstar: An rdf storage

Figure 6 is about the processing time between RGSB and and query system for enterprise resource managerrant.

.. . . CIKM, 2004.
RPSB. Not surprisingly, RPSB inference algorithm outper- [10] 7. pan and Heflin. J. didb: Extending relational databases

forms RGSB. to support semantic web querids. Workshop on Practical
and Scalable Semantic Syste303.
6. Conclusion [11] Z.P.Y. Guo and J. Hefin. An evaluation of knowledge base

systems for large owl datasets.
[12] T.F. Youyong Zou and H. Chen. F-owl: an inference engine
We have presented algorithms for Abox inference on for the semantic weldn Book Formal Approaches to Agent-

large OWL-Lite data in initial dataset, including basic in- Based Systempages 238—248, 2004.

ference, RSAC, RSAB and RGSB. From the experiment,

we can see that these inference algorithms are complete,

among which RGSB performs best. When large amount

of inference data exists, we provide incremental inference,
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Abstract

Recent advances in wireless sensor networks
and positioning technologies have boosted
new applications that manage moving objects.
In such applications, a dynamic index is often
built to expedite evaluation of spatial queries.
However, development of efficient indexes is a
challenge due to frequent object movement. In
this paper, we propose a new update-efficient
index method for moving objects in road net-
works. We introduce a dynamic data struc-
ture, called adaptive unit, to group neighbor-
ing objects with similar movement patterns.
To reduce updates, an adaptive unit captures
the movement bounds of the objects based
on a prediction method, which considers the
road-network constraints and stochastic traf-
fic behavior. A spatial index (e.g., R-tree) for
the road network is then built over the adap-
tive unit structures. Simulation experiments,
carried on two different datasets, show that an
adaptive-unit based index is efficient for both
updating and querying performance.

Keywords Spatial-Temporal Databases,
Objects, Index Structure, Road Networks

Moving

1 Introduction

Recent advances in wireless sensor networks and po-
sitioning technologies have enabled a variety of new
applications such as traffic management, fleet manage-
ment, and location-based services that manage contin-
uously changing positions of moving objects [11, 12].
In such applications, a dynamic index is often built to
expedite evaluation of spatial queries. However, exist-
ing dynamic index structures (e.g. B-tree and R-tree)
suffer from poor performance due to the large over-
head of keeping the index updated with the frequently
changing position data. Development of efficient in-

Proceedings of the third Workshop on STDBM
Seoul, Korea, September 11, 2006
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dexes to improve the update performance is an impor-
tant challenge.

Current work on reducing the index updates of mov-
ing objects mainly contains three kinds of approaches.
First, most efforts [4, 9, 10, 15] focus on the update
optimization of the existing multi-dimensional index
structures especially the adaptation and extension of
the R-tree [6]. To avoid the multiple paths search op-
eration in the R-tree during the top-down update, re-
cent work proposes the bottom-up approach [9, 10] and
memo-based [15] structure to reduce the updates of
the R-tree. Another method [4] exploits the change-
tolerant property of the index structure to reduce the
number of updates that cross the MBR boundaries of
R-tree.

However, the indexes based on MBRs exhibit high
concurrency overheads during node splitting, and each
individual update is still costly. Therefore, some index
methods based on a low-dimensional index structure
(e.g. BT-tree) are proposed [7, 16], which construct
the second category of index methods. They combine
the dimension reduction and linearization technique
with a single BT-tree to efficiently update the index
structure.

The third kind of approaches use a prediction
method with a time-parameterized function to reduce
the index updates [12, 13, 14]. They describe a mov-
ing object’s location by a linear function and the index
is updated only when the parameters of the function
change, for example, when the moving object changes
its speed or direction. The MBRs of the index vary
with the time as a function of the enclosed objects.
However, the linear prediction is hard to reflect the
movement in many real application and therefore leads
to low prediction accuracy and frequent updates.

Though these index structures solve the problem
of index updates to some extent, they are designed
to index objects performing free movement in a two-
dimensional space. We focus on the index update
problem in real life environments, where the objects
move within constrained networks, such as vehicles on
roads. In such setting, the spatial property of objects’
movement is captured by the network. Therefore, the



spatial location of moving objects can be indexed by
means of the road-network index structure. For ex-
ample, moving objects can be accessed by each road
segment indexed by the R-tree. Since the road net-
work seldom change and objects just move from one
part to the other part of the network, the R-tree in
this case remains fixed. Existing index work that han-
dles network-constrained moving objects [1, 5, 11] is
based on this feature. They separate spatial and tem-
poral components of the moving objects’ trajectories
and index the spatial aspect by the network with a
R-tree. However, they are mostly concerned with the
historical movement and therefore they do not consider
the problem of index updates.

In this paper, we address the problem of efficient
indexing of moving objects in road networks to sup-
port heavy loads of updates. We exploit the con-
straints of the network and the stochastic behavior of
the real traffic to achieve both high update and query
efficiency. We introduce a dynamic data structure,
called adaptive unit (AU for short) to group neigh-
boring objects with similar movement patterns in the
network. A spatial index (e.g., R-tree) for the road
network is then built over the adaptive units to form
the index scheme for moving objects in road networks.
The index scheme optimizes the update performance
for the following reasons: (1) An AU functions as
a one-dimensional MBR in the TPR-tree [13], while
it minimizes expanding and overlaps by considering
more movement features. (2) The AU captures the
movement bounds of the objects based on a predic-
tion method, which considers the road-network con-
straints and stochastic traffic behavior. (3) Since the
movement of objects is reduced to occur in one spatial
dimension and attached to the network, the update of
the index scheme is only restricted to the update of the
AUs. We have carried out extensive experiments based
on two datasets. The results show that an adaptive-
unit based index not only improves the efficiency of
each individual update but also reduces the number of
updates and is efficient for both updating and querying
performance.

The main contributions of this paper are:

e The introduction of Adaptive Units that optimize
for frequent index updates of moving objects in
road networks.

e An experimental evaluation and validation of the
efficient update as well as query performance of
the proposed index structure.

The rest of the paper is organized as follows. Sec-
tion 2 surveys related work and introduces underlying
model. Section 3 describes the structure and algo-
rithms of adaptive units for efficient updates. Sec-
tion 4 contains algorithm analysis and experimental
evaluation. We conclude and propose the future work
in Section 5.
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2 Related Work and Underlying Model
2.1 Related Work

There are lots of efforts at reducing the need for index
updates of moving objects. In summary, they can be
classified into three categories.

First, most work focuses on the update optimiza-
tion of existing multi-dimensional index structures es-
pecially the adaptation and extension of the R-tree [6].
The top-down update of R-tree is costly since it needs
several paths for searching the right data item con-
sidering the MBR overlaps. In order to reduce the
overhead, Kwon et al. [9] develop the Lazy Update R-
tree, which is updated only when an object moves out
of the corresponding MBR. With adding a secondary
index on the R-tree, it can perform the update oper-
ation in the bottom-up way. Recently, by exploiting
the change-tolerant property of the index structure,
Cheng et al. [4] present the CTR-tree to maximize
the opportunity for applying lazy updates and reduce
the number of updates that cross MBR boundaries.
[10] extends the main idea of [9] and generalizes the
bottom-up update approach. However, they are not
suitable to the case where consecutive changes of ob-
jects are large. Xiong and Aref [15] present the RUM-
tree that processes R-tree updates in a memo-based
approach, which eliminates the need to delete the old
data item during an index update. Therefore, its up-
date performance is stable with respect to the changes
between consecutive updates. In our index structure,
however, the R-tree remains fixed since it indexes the
road network and only the adaptive units are updated.

The second type of methods are based on the dimen-
sion reduction technique [11] and a low-dimensional in-
dex [7, 16] (e.g. BT-tree). The B*-tree [7, 16] combine
the linearization technique with a single B¥-tree to ef-
ficiently update the index structure. They uses space
filling curves and a pre-defined time interval to parti-
tion the representation of the locations of the moving
objects. This makes the BT-tree capable to index the
two-dimensional spatial locations of moving objects.
Therefore, the cost of individual update of index is
reduced. However, the B*-tree imposes discrete rep-
resentation and may not keep the precise values of lo-
cation and time during the partitioning. For our set-
ting, the two-dimensional spatial locations of moving
objects can be reduced to the 1.5 dimensions [8] by the
road network where objects move.

The techniques in third category use a prediction
method represented as the time-parameterized func-
tion to reduce the index updates [12, 13, 14]. They
store the parameters of the function, e.g. the veloc-
ity and the starting position of an object, instead of
the real positions. In this way, they update the in-
dex structure only when the parameters change (for
example, the speed or the direction of a moving ob-
ject changes). The Time-Parameterized R-tree (TPR-
tree) [13] and its variants (e.g. TPR*-tree) [12, 14] are



the examples of this type of index structures. They
all use a linear prediction model, which relates ob-
jects’ positions as a linear function of time.However,
the linear prediction is hard to reflect the movement
in many real application especially in traffic networks
where vehicles change their velocities frequently. The
frequent changes of the object’s velocity will incur re-
peated updates of the index structure. Our technique
also fall into this category and apply an accurate pre-
diction method we proposed in [3] by considering more
transportation features.

Several methods have been proposed for index-
ing moving objects in spatially constrained networks.
Pfoser et al. [11] propose to convert the 3-dimensional
problem into two sub-problems of lower dimensions
through certain transformation of the networks and
the trajectories. Another approach, known as the
FNR-tree [5], separates spatial and temporal compo-
nents of the trajectories and indexes the time intervals
that each moving object spends on a given network
link. The MON-tree approach [1] further improves
the performance of the FNR-tree by representing each
edge by multiple line segments (i.e. polylines) instead
of just one line segment. However, they all focus on
the historical movement and cannot support frequent
index updates. To the best of our knowledge, there is
no current index method to support efficient updates
of moving objects in road networks.

2.2 Underlying Model

We use the GCA model we proposed in [3] to model the
network and moving objects. A road network is mod-
eled as a graph of cellular automata (GCA), where
the nodes of the graph represent road intersections
and the edges represent road segments with no inter-
sections. Each edge consists of a cellular automaton
(CA), which is represented, in a discrete mode, as a
finite sequence of cells.

In the GCA, a moving object is represented as a
symbol attached to the cell and it can move several
cells ahead at each time unit. Intuitively, the velocity
is the number of cells an object can traverse during
a time unit. The motion of an object is represented
as some (time, location) information. Generally, such
information is treated as a trajectory.

3 The Adaptive Unit
3.1 Structure and Storage

Conceptually, an adaptive unit is similar to a one-
dimensional MBR in the TPR-tree, that expands with
time according to the predicted movement of the ob-
jects it contains. However, in the TPR-tree, it is possi-
ble that an MBR may contain objects moving in oppo-
site directions, or objects moving at different speeds.
As a result, the MBR may expand rapidly, which may
create large overlaps with other MBRs. The AU avoids
this problem by grouping objects having similar mov-
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ing patterns. Specifically, for objects in the same net-
work edge, we use a distance threshold and a speed
threshold to cluster the adjacent objects with the same
direction and similar speed. In comparison, the AU
has no obvious enlargement because objects in the AU
move in a cluster.

We now formally introduce the AU. An AU is a
8-tuple:

AU = (aulD,objSet,upperBound, lowerBound,

edgelD, enterTime, exitTime, aulnitLen)

where aulD is the identifier of the AU, objSet is a list
that stores objects belonging to the AU, upperBound
and lowerBound are upper and lower bounds of pre-
dicted future trajectory of the AU. The trajectory
bounds will be explained in details in Section 3.3. We
assume the functions of trajectory bounds as follows:

D(t):au"'ﬁu't
Dt)y=a1+ 0 -t

upperBound :

lowerBound :

edgeID denotes the network edge that the AU belongs
to, enterTime and exitTime record the time when the
AU enters and leaves the edge and auInitLen repre-
sents the initial length of the AU.

In the road network, multiple AUs are associated
with a network edge. Since AUs in the same edge are
likely to be accessed together during query process-
ing, we store AUs by clustering on their edgeID. That
is, the AUs in the same edge are stored in the same
disk pages. To access AUs more efficiently, we create
an in-memory, compact summary structure called the
direct access table for each edge. A direct access ta-
ble stores the summary information of each AU on an
edge (i.e. number of objects, trajectory bounds) and
pointers to AU disk pages. Each AU corresponds to
an entry in the direct access table, which has the fol-
lowing structure (auID, upperBound, lowerBound,
auPtr, objNum), where auPtr points to a list of AUs
in disk storage and objNum is the number of objects
included in the AU. In order to minimize I/O cost, we
use the direct access table to filter AUs and only access
the disk pages when necessary.

3.2 The Index Scheme

We build a spatial index (e.g., R-tree) for the road net-
work over the adaptive units to form the index scheme
for the network-constrained moving objects. The AU
index scheme is a two-level index structure. At the
top level, it consists of a 2D R-tree that indexes spa-
tial information of the road network. On the bottom
level, its leaves contain the edges representing road
segments included in the corresponding MBR of the
R-tree and point to the lists of adaptive units. The
top level R-tree remains fixed during the lifetime of
the index scheme (unless there are changes in the net-
work). The index scheme is developed with the R-tree
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Figure 1: Structure of the AU index scheme

in this paper, but any existing spatial index can also
be used without changes.

Figure 1 shows the structure of the AU index
scheme, which also includes the direct access table.
The R-tree and adaptive units are stored in the disk.
However, the direct access table is in the main memory
since it only keeps the summary information of adap-
tive units. In the index scheme, each leaf node of the
R-tree can be associated with its direct access table by
its edgeID and the direct access table can connect to
corresponding adaptive units by auPtr in its entries.
Therefore, we only need to update the direct access
table when AUs change, which greatly enhances the
performance of the index scheme.

3.3 Optimizing for Updates

An important feature of the AU is that it groups ob-
jects having similar moving patterns. The AU is capa-
ble of dynamically adapting itself to cover the move-
ment of the objects it contains. By tightly bounding
enclosed moving objects for some time in the future,
the AU alleviates the update problem of MBR rapid
expanding and overlaps in the TPR-tree like methods.

For reducing the updates further, the AU captures
the movement bounds of the objects based on a predic-
tion method we proposed in [3], which considers the
road-network constraints and stochastic traffic behav-
ior. Since objects in an AU have similar movement, we
then predict the movement of the AU, as if it were a
single moving object. In the following, we describe the
application and adaptation of the prediction method
to the AU.

We use GCAs not only to model road networks,
but also to simulate the movements of moving objects
by the transitions of the GCA. Based on the GCA,
the Simulation-based Prediction (SP) method to an-
ticipate future trajectories of moving objects is pro-
posed. The SP method treats the objects’ simulated
results as their predicted positions. Then, by the lin-
ear regression, a compact and simple linear function
that reflects future movement of a moving object can
be obtained. To refine the accuracy, based on differ-
ent assumptions on the traffic conditions we simulate
two future trajectories to obtain its predicted move-
ment function. Specifically, we extend the CA model
used in traffic flow simulation for predicting the future
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Figure 2: The simulation-based prediction

trajectories of objects by setting P4(i) to values that
model different traffic conditions. In this setting, Py(7)
is treated as a random variable to reflect the stochas-
tic, dynamic nature of traffic system. By giving P;(4)
two values (e.g. 0 and 0.1 in our experiments), we can
derive two future trajectories, which describe, respec-
tively, the fastest and slowest movements of objects.
Finally, we translate the two regression lines, until all
estimated future positions fall within to obtain the pre-
dicted trajectory bounds. The SP method is shown in
Figure 2. Through the SP method, we obtain two pre-
dicted future trajectory bounds of objects. We apply
this technique to the AU - a set of moving objects that
have similar movement and are treated as one object.

The future trajectory bounds are predicted as soon
as AU is created. The trajectory bounds will not be
changed along the edge that the AU moves on until
the objects in the AU move to another edge in the net-
work. It is evident that the range of predicted bounds
of AU will become wider with the time, which leads to
lower accuracy of future trajectory prediction. How-
ever, if we issue another prediction when the predicted
bounds are not accurate any more, the costs of sim-
ulation and regression are high. Considering that the
movement of objects along one network edge is sta-
ble, we can assume the same trends of the trajectory
bounds and adjust only the initial locations when the
prediction is not accurate. Specifically, when the pre-
dicted position exceeds its actual position above the
predefined accuracy, the AU treats its actual locations
(the locations of the boundary objects) at that time
as the initial locations of the two trajectory bounds
and follow the same movement vector (e.g. slope of
the bounds) as the previous bounds to provide more
accurate predicted trajectory bounds. In this way, the
predicted trajectory bounds can be effectively revised
with few costs. Figure 2(b) shows the adaptation of
the trajectory bounds. t, is the time slice when actual
locations of boundary objects in the AU exceeds the
predicted bounds of the AU above precision threshold
and the d,ds are the actual locations of the first object
and last object respectively in the AU. The trajectory
bounds are revised according to the actual locations
and the original bounds’ slopes. Therefore, without
executing more prediction, the prediction accuracy of
the objects’ future trajectories can be kept high.



Since the R-Tree indexes the road network, it re-
mains fixed, and the update of the AU index scheme
restricts to the update of adaptive units. Specifically,
an AU is usually created at the start of one edge and
dropped at the end of the edge. Since the AU is a
one-dimensional structure, it performs update opera-
tions much more efficiently than the two-dimensional
indexes. We will describe these operations in details.

3.4 Update Operations

The update of an AU can be of the following form:
creating an AU, dropping an AU, adding objects to an
AU and removing objects from an AU.

Creating an AU

To create an AU, we first compose the objSet — a list of
objects traveling in the same direction with similar ve-
locities, and in close-by locations. We then predict the
future trajectories of the AU by simulation and com-
pute its trajectory bounds. In fact, we treat the AU
as one moving object (the object closest to the center
of the AU) and predict its future trajectory bounds by
predicting this object. The prediction starts when the
AU is created and ends at the end the edge. Finally,
we write the created AU to the disk page and insert
the AU entry to its summary structure.

Dropping an AU

When objects in an AU move out of the edge, they
may change direction independently. So we need to
drop this AU and create new AUs in adjacent edges to
regroup the objects. When the front of an AU touches
the end of the edge, some objects in the AU may start
moving out of the edge. However, the AU cannot be
dropped because a query may occur at that time. Only
after the last object in the AU enters another edge and
joins another AU, can the AU be dropped. Dropping
an AU is simple. Through its entry in direct access
table, we find the AU and delete it.

Adding and removing objects from an AU

When an object leaves an AU, we remove this object
from the AU and find another AU in the neighborhood
to check if the object can fit that AU. If it can, the
object will be inserted into that AU, otherwise, a new
AU is created for this object. Specifically, when adding
an object into an AU, we first find the direct access
table of the edge that the object lies and, by its AU
entry in the table, access the AU disk storage. Finally,
we insert into the objects list of the AU and update
the AU entry in the direct access table. Removing an
object from an AU has the similar process.
Therefore, when updating an object in the AU index
scheme, we first determine whether the object is leav-
ing the edge and entering another one. If it is moving
to another edge, we delete it from the old AU (if it is
the last object in the old AU, the AU is also dropped)
and insert it into the nearest AU or create a new AU
in the edge it is entering. Otherwise, we do not update
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the AU that the object belongs to unless its position
exceeds the bounds of the AU. In that case, we execute
the same updates as those when it moves to another
edge or only revise the predicted trajectory bounds of
the AU. Factually, we find, from the experiment eval-
uation, that the chances that objects move beyond the
trajectory bounds of its AU on an edge are very slim.
The algorithm 1 shows the update algorithm of AUs.

Algorithm 1: Update(objI D, position, velocity, edgel D)

: 0bjID is the object identifier, position and
velocity are its position and velocity,
edgel D is the edge identifier where the
object lies

Find AU where objID is included before update;

if AU.edgeID # edgelID or (position <

AU.lower Bound or position > AU.upper Bound)

then

// The object moves to a new edge or
exceeds bounds of its original AU
Find the nearest AU AU; for objID on edgel D;
if GetNum(AU;.0bjSet) < MAXOBJNUM and
ObjectFitAU(objI D, position, velocity, AU1 )
then
InsertObject(objID, AU:.aul D, AU .edgel D),
else AU, «— CreateAU(objID,edgelD);
if GetNum(AU.objSet) > 1 then
DeleteObject(objI D, AU.aul D, AU.edgel D);
else DropAU(AU.edgeI D, AU.aulD);
end

input

In summary, updating the AU-based index is easier
than updating the TPR-tree. It never invoke any com-
plex node splitting and merging. Moreover, thanks to
the similar movement features of objects in an AU and
the accurate prediction of the SP method, the objects
are seldom removed or added from their AU on an
edge, which reduces the number of index updates.

3.5 Query Algorithm

Query processing in the AU index scheme is straight-
forward. Given a query, we use the top level R-tree
to get the edges involved and then scan the direct
access tables of the edges. With the upperBound
and the lowerBound in the direct access table, we
can easily find AU entries that intersect the query,
and then visit the disk pages to get more informa-
tion about these AUs. For space limitation, we just
take window range query for example. Given a range
with (X1,Y7, X5, Y5), we first perform a spatial range
search in the top level R-Tree to locate the edges (e.g.
€1,€2,€3,...). For each selected edge e;, we trans-
form the original search (X1, Y1, X5, Y3) to a 1D search
range (S7,.52) (51 < S3), where S; and Ss are the rel-
ative distances from the start vertex along the edge e;.
In the case of multiple intersecting edges, we can di-
vide the query range into several sub-ranges by edges
and apply the transformation method to each edge.
The method is also applicable to the various modes



that the query and edges intersect. Here, we only il-
lustrate the case when the query window range only
intersects one edge and compute its relative distances
S1 and S. It can be easily extended to other cases.
Suppose Xgtart, Ystart, Xends Yend are the start vertex
coordinates and the end vertex coordinates of the edge
e;. According to Thales Theorem about similar trian-
gles, we obtain S7 and S5 as follows:

\/(Xstart - Xend)2 + (Ytstart - Yend)2

T =
S o Xl - Xstart r
] = =
Xend - Xstart
82 _ Yl - Y:eta'rt

r
Yend - Yetm*t

The transformed query (S7,S2) is then executed in
each of the AUs in the direct access table of the cor-
responding edge e;. By the trajectory bounds of the
AU, we can determine whether the transformed query
intersects the AU, thus filtering the unnecessary AUs
quickly. Finally, we access the selected AUs in disk
storage and return the objects satisfying the query
window. In summary, the query processing is efficient
due to the grouping of similar objects in AUs and the
dimensionality reduction of the query.

4 Performance Analysis

We evaluate the AU index scheme (denoted as “AU
index”) by comparing it with the TPR-tree and the
AU index scheme when the direct access table is not
used (denoted as “AU index without DT”). We mea-
sure their their update performance with the individ-
ual update, update frequency and total update costs
and their query performance.

4.1 Datasets

We use two datasets for our experiments. The first
is generated by the CA simulator, and the second by
the Brinkhoff’s Network-based Generator [2]. We use
the CA traffic simulator to generate a given number of
objects in a uniform network of size 10000 x 10000 con-
sisting of 500 edges. Each object has its route and is
initially placed at a random position on its route. The
initial velocities of the objects follow a uniform random
distribution in the range [0,30]. The location and ve-
locity of every object is updated at each time-stamp.
The Brinkhoff’s Network-based Generator is used as a
popular benchmark in many related work. The gen-
erator takes a map of a real road network as input
(our experiment is based on the map of Oldenburg
including 7035 edges). The positions of the objects
are given in two dimensional X-Y coordinates. We
transform them to the form of (edgeid, pos), where
edgeid denotes the edge identifier and pos denotes
the object relative position on the edge. The generator
places a given number of objects at random positions
on the road network, and updates their locations at
each time-stamp.
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Table 1: Parameters and their settings

Parameters Settings
Page size 4K
Node capacity 100
Numbers of queries 200
Numbers of mo(cars) 10K, ... , 50K, ... , 100K
Numbers of updates 100K, ... , 500K, ... , 1M
Dataset Generator CA Simulator, Network-based Generator

We implemented both the AU index scheme and
the TPR-tree in Java and carried out experiments on
a Pentium 4, 2.4 GHz PC with 512MB RAM running
Windows XP. To improve the performance of the index
structure, we employed a LRU buffer of the same size
as the one used in the TPR-tree [13]. We summarize
workload parameters in Table 1, where values in bold
are default values.

4.2 Update Cost

We compare the cost of index update for the AU index
and the TPR-tree in terms of the average individual
update cost, update frequency and total update cost.

Individual Update Cost

We study the individual update performance of the in-
dex while varying the number of moving objects and
updates. Figure 3 shows the average individual update
cost when increasing the data size from 10K to 100K.
Figure 4 shows how the performance varies over time.
Clearly, updating the TPR-tree tends to be costly,
and the problem is exacerbated when the data size in-
creases. In each case of different data size and different
number of updates, the AU index has much lower up-
date cost than the TPR-tree. The main reason can
be explained as follows. Each update of the TPR-tree
involves the search of an old entry and a new entry, as
well as the modification of the index structure (node
splitting, merging, and the propagating of changes up-
wards). The cost increases with larger data size due
to more overlaps among MBRs. The changes of index
structure with the increase of data updates also affect
the performance of the TPR-tree. However, the AU
index has better performance because its update only
restricts to the AU’s update and as a one-dimensional
access structure, the AU has few overlaps and incurs
no cost associated with node splitting and the propa-
gation of MBR updates.

The direct access table of the AU index has a signif-
icant contribution in improving update performance.
This is because the search of the specific AU is accel-
erated by the in-memory structure.

Update Frequency

Frequent updates of moving objects (a.k.a. data up-
dates) may lead to frequent updates of index. When
an object’s position exceeds the MBR or AU, the index
needs to be updated to delete the object from the old
MBR or AU and insert it to another one. In this ex-
periment, we measure the index update rate, which is
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the ratio between number of index updates and num-
ber of data updates, for every 100K data updates and
different data size. Figure 5 and 6 show that the up-
date rate of the TPR-tree is nearly 4 to 5 times more
than that of the AU index. The index update rate
depends on the prediction method. In the AU index,
the future positions of the object are predicted more
accurately, so the object is likely to remain in its AU,
which leads to fewer index updates.

Total Update Costs

The total update costs depend on the update fre-
quency and the average individual update cost, and
it can reflect the index update performance more ac-
curately. From both Figure 7 and 8, we can see that
although the AU index has to deal with the creation
and dropping of AUs, the TPR-tree incurs much higher
update costs than the AU index and its performance
deteriorates dramatically as data size increases. This
is mainly due to the inaccuracy of the linear prediction
model and the complex reconstruction of the TPR-tree
(e.g. splitting and merging).
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For each data size, the update costs of the two in-
dexes in the Brinkhoff’s dataset are both higher than
those in the CA dataset due to the higher complex-
ity of road network and skewed spatial distribution of
objects in the Brinkhoff’s dataset.

4.3 Query Cost

We study the window range query performance of the
TPR-tree and the AU index with different update set-
tings. We increase the number of updates from 100K
to 1M to examine how query performance is affected.
We issued 200 range queries for every 100K updates
in a 1M dataset. Figure 9 shows that the cost of the
TPR-tree increases much faster as the number of up-
dates increases. The cost of the AU index is consider-
ably lower and is less sensitive to the number of up-
dates. This is because the adaptive units in the AU
index have much less overlaps than the MBRs in the
TPR-tree, and the overlaps to a large extent determine
the range query cost. Besides, as objects move apart,
the amount of dead space in the TPR-tree increases,
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Figure 8: Total Update Cost over Time



which makes false hits more likely. Also, updates lead
to the expanding and overlaps of MBRs, which further
deteriorate the performance of the TPR-tree. For the
AU index, the increase of the updates hardly affect the
total number of AUs, and the chances of overlaps of
different AUs are very slim.

We also study the query performance while varying
the number of moving objects and query window size.
For the space limitation, we do not report the exper-
imental results. Also, in each case, the AU index has
lower query cost than the TPR-tree and scales well.
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Figure 9: Effect of Updates on Query Performance
5 Conclusions and Future Work

Indexing objects moving in a constrained network es-
pecially the road network is a topic of great practical
importance. We focus on the index update issue for
the current positions of network-constrained moving
objects. We introduce a new access structure, adap-
tive unit that exploits as much as possible the charac-
teristics of the movements of objects. The updates of
the structure are minimized by an accurate prediction
method which produces two trajectory bounds based
on different assumptions on the traffic conditions. The
efficiency of the structure also results from the possi-
ble reduction of dimensionality of the trajectory data
to be indexed. Our experimental results performed
on two datasets show that the efficiency of the index
structure is one order of magnitude higher than the
TPR-tree.

In the future, we will compare the update perfor-
mance with the work of the R-tree-based updating op-
timization such as RUM-tree [15] and CTR-tree [4].
On the other hand, since the adaptive units contain
the predicted future trajectories of moving objects,
the predictive query algorithms can be developed nat-
urally based on the adaptive unit-based index. Fur-
thermore, we will extend the query algorithms to sup-
port the KNN query and continuous query for moving
objects in the road network.

Acknowledgments

This research was partially supported by the grants
from the Natural Science Foundation of China under
grant number 60573091, 60273018; the Key Project of
Ministry of Education of China under Grant No.03044;

209

Program for New Century Excellent Talents in Uni-
versity (NCET); Program for Creative PhD Thesis in
University. The authors would like to thank Jianliang
Xu and Haibo Hu from Hong Kong Baptist Univer-
sity and Stéphane Grumbach from CNRS, LIAMA in
China for many helpful advice and assistance.

References

[1] V. T. Almeida, R. H. Giiting. Indexing the Trajec-
tories of Moving Objects in Networks (Extended
Abstract). In SSDBM, 2004, 115-118.

[2] T. Brinkhof. A framework for generating network-

based moving objects. In Geolnformatica, 6(2),
2002, 153-180.

[3] J. Chen, X. Meng, Y. Guo, S. Grumbach, H.
Sun. Modeling and Predicting Future Trajectories
of Moving Objects in a Constrained Network. In
MDM, 2006, 156 (MLASN workshop).

[4] R. Cheng, Y. Xia, S. Prabhakar, R. Shah. Change
Tolerant Indexing for Constantly Evolving Data.
In ICDE, 2005, 391-402.

[5] E. Frentzos. Indexing objects moving on Fixed net-
works. In SSTD, 2003, 289-305.

[6] A. Guttman. R-trees: A Dynamic Index Structure
for Spatial Searching. In SIGMOD, 1984, 47-57.

[7] C. S. Jensen, D. Lin, B. C. Ooi. Query and Up-
date Efficient B+-Tree Based Indexing of Moving
Objects. In VLDB, 2004, 768-779.

[8] G. Kollios, D. Gunopulos, V. J. Tsotras. On index-
ing mobile objects. In PODS, 1999, 261-272.

[9] D. Kwon, S. J. Lee, S. Lee. Indexing the current
positions of moving objects using the lazy update
R-tree. In MDM, 2002, 113-120.

[10] M. L. Lee, W. Hsu, C. S. Jensen, B. Cui, K. L.
Teo. Supporting Frequent Updates in R-Trees: A
Bottom-Up Approach. In VLDB, 2003, 608-619.

[11] D. Pfoser, C. S. Jensen. Indexing of network con-
strained moving objects. In ACM-GIS, 2003, 25-32.

[12] S. Saltenis, C. S. Jensen. Indexing of Moving Ob-
jects for Location-Based Service. In ICDE, 2002,
463-472.

[13] S. Saltenis, C. S. Jensen, S. T. Leutenegger, M.
A. Lopez. Indexing the Positions of Continuously
Moving Objects. In SIGMOD, 2000, 331-342.

[14] Y. Tao, D. Papadias, J. Sun. The TPR*-Tree: An
Optimized Spatiotemporal Access Method for Pre-
dictive Queries. In VLDB, 2003, 790-801.

[15] X. Xiong, W. G. Aref. R-trees with Update
Memos. In ICDE, 2006, 22.

[16] M. L. Yiu, Y. Tao, N. Mamoulis. The Bdual=Tree;
Indexing Moving Objects by Space-Filling Curves
in the Dual Space. To appear in Very Large Data
Base Journal, 2006.



In Proceedings of the Seventh International Conference on Web—Age Information Management (WAIM2006),
page 158-169, Hong Kong, China, 17-19 June, 2006. Lecture Notes in Computer Science 4016, Springer 2006.

Tracking Network-Constrained Moving Objects
with Group Updates

Jidong Chen, Xiaofeng Meng, Benzhao Li, and Caifeng Lai

School of Information, Renmin University of China,
Beijing, 100872, China,
{chenjd, xfmeng, bzli, laicf}@ruc.edu.cn

Abstract. Advances in wireless sensors and position technologies such
as GPS enable location-based services that rely on the tracking of con-
tinuously changing positions of moving objects. The key issue in tracking
techniques is how to minimize the number of updates, while providing
accurate locations for query results. In this paper, for tracking network-
constrained moving objects, we first propose a simulation-based predic-
tion model with more accurate location prediction for objects movements
in a traffic road network, which lowers the update frequency and assures
the location precision. Then, according to their predicted future func-
tions, objects are grouped and only the central object in each group
reports its location to the server. The group update strategy further
reduces the total number of objects reporting their locations. A simula-
tion study has been conducted and proved that the group update policy
based on the simulation prediction is superior to traditional update poli-
cies with fewer updates and higher location precision.

1 Introduction

The continued advances in wireless sensors and position technologies such as
GPS enable new data management applications such as traffic management and
location-based services that monitor continuously changing positions of moving
objects [2,7]. In these applications, large amounts locations can be sampled by
sensors or GPS periodically, then sent from moving clients to the server and
stored in a database. Therefore, continuously maintaining in a database current
locations of moving objects namely tracking technique becomes a fundamental
component of these applications [1,2,9,10]. The key issue is how to minimize
the number of updates, while providing precise locations for query results.

The number of updates from moving objects to the server database depends
on both the update frequency and the number of objects to be updated. To
reduce the location updates, most existing works are proposed to lower the
update frequency by a prediction method [1,9,10]. They usually use the linear
prediction which represents objects locations as linear functions of time. The
objects do not report their locations to the server unless their actual positions
exceed the predicted positions to a certain threshold. This provides a general
principle for the location update policies in a moving object database system.
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However, few research works focus on improving the update performance from
the aspect of reducing the number of objects to be updated. We observe that
in many applications, objects naturally move in clusters, including vehicles in a
congested road network, packed goods transmitted in a batch, animal and bird
migrations. It is possible that the nearby objects are grouped and only one object
in the group reports its location to the server to represent all objects within it.
Considering real life applications, we focus on objects moving on a road network.
Figure 1 gives an example of grouping vehicles on a part of road network. Due
to the grouping of vehicles in each road segment, the total location updates sent
to the server are reduced from 9 to 5.

CA of edge (n1,n2)

v=1

v=4 v=5
t [T T[]
03 02 ol

Fig. 1. Group location updates Fig. 2. A transition of the CA on an edge

The idea of grouping objects for location updates is similar to the GBL pro-
posed in [6], but the GBL groups objects by their current locations and predicted
locations after a time parameter 7. In fact, it obtains the predicted locations also
by the linear prediction model assuming the linear movement with current veloc-
ity. However, in the urban road network, due to complex traffic conditions, cars
may update their velocities frequently even for each timestamp. In this case,
the linear prediction used in the GBL and other location update methods is
inapplicable because the inaccurate predicted locations result in frequent loca-
tion updates and lots of group management. In this paper, for the purpose of
improving the performance of tracking for network-constrained moving objects,
we focus on the both two factors affecting location updates and propose our
solutions. One is a better prediction model to lower update frequency, and the
other is a group update strategy to reduce the total number of objects reporting
their locations. The accurate prediction model also reduces the maintenance of
the groups and assures the location precision for querying.

Therefore, we first propose a simulation-based prediction (SP) model which
captures traffic features in constrained networks. Specifically, we model road
networks by graphs of cellular automata, which are also used to simulate vehicles
future trajectories in discrete points in accordance with the surrounding traffic
conditions. To refine the accuracy, we simulate two future trajectories to obtain
the predicted movement function, which correspond to the fastest and slowest
possible movements. We then propose a group location update strategy based on
the SP model (GSP) to minimize location updates. In the GSP, for each edge in
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the road network, the objects with their predicted movement functions similar
are grouped or clustered and only the object nearest to its group center needs to
report the location of the whole group. Within a certain precision, the locations
of other objects can be approximated to their group location. Finally, through
the experimental evaluations, we show that the GSP strategy has more efficient
update performance as well as higher location precision.

The rest of the paper is organized as follows. Section 2 surveys related work
by classifying the existing tracking techniques. In Section 3, a road network
modeled as a graph of cellular automata is represented and our simulation-based
prediction model is proposed. Section 4 describes our group update strategy.
Section 5 contains an experimental analysis, and finally Section 6 concludes.

2 Related Work

Research on tracking of moving objects has mainly focused on location update
policies. Existing methods can be classified according to the threshold, the route,
the update mode or the representation and prediction of objects future positions.

Updates differ in threshold and route

Wolfson et al.[9] first proposed the dead-reckoning update policies to reduce
the update cost. According to the threshold, they are divided into three poli-
cies, namely the Speed Dead Reckoning (SDR) having a fixed threshold for all
location updates, the Adaptive Dead Reckoning (ADR) having different thresh-
olds to different location updates and the Disconnection Detection Reckoning
(DTDR) having the continuously decreasing threshold since last location up-
date. The policies also assume that the destination and motion plan of the mov-
ing objects is known a priori. In other words, the route is fixed and known. In
[4], Gowrisankar and Nittel propose a dead-reckoning policy that uses angular
and linear deviations. They also assume that moving objects travel on prede-
fined routes. Lam et al. propose two location update mechanisms for further
considering the effect of the continuous query results on the threshold [7]. The
idea is that the moving objects covered by the answers of the queries have a
lower threshold, leading to a higher location accuracy. Zhou et al. [11] also take
the precision of query results as a result of a negotiated threshold by the Aqua
location updating scheme proposed.

Updates differ in representation and prediction of future positions

Wolfson and Yin [10] consider tracking with accuracy guarantees. They in-
troduce the deviation update policy for this purpose and compare it with the
distance policy. The difference between the two polices lies in the representa-
tion of future positions respectively with the linear function in the former and
constant function in the latter. Based on experiments with artificial data gen-
erated to resemble real movement data, they conclude that the distance policy
is outperformed by the deviation policy. Similarly, Civilis et al. [1,2] propose
three update policies: a point policy, a vector policy, and a segment-based pol-
icy, which differ in how they predict the future positions of a moving object.
In fact, the first and third policy are the good representatives of the policies in
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[10]. They further improve the update policies in [2], by exploiting the better
road-network representation and acceleration profiles with routes. It should also
be noted that Ding and Guting [3] have recently discussed the use of what is
essentially segment-based tracking based on their proposed data model for the
management of road-network constrained moving objects. In paper [8], the non-
linear models such as the acceleration are used to represent the trajectory which
is affected by the abnormal traffic such as traffic incident.

Updates based on individual object and their group

Most existing update techniques are developed to process individual updates
efficiently [1,2,9,10]. To reduce the expensive uplink updates from the objects
to the location server, Lam et al. [6] propose a group-based scheme in which
moving objects are grouped so that the group leader will send location update
on behalf of the whole group. A group-based location update scheme for personal
communication network is also proposed in [5]. The aim is to reduce location
registrations by grouping a set of mobile objects at their serving VLRs.

Our work improves the tracking technique from the aspect of prediction
model and update mode, and focuses on the accuracy of the predicted posi-
tions of the objects in urban road networks. Based on their predicted movement
functions, we groups objects to further reduce their location updates. To the best
of our knowledge, there exists no proposal for tracking of moving objects that
combines the simulation based prediction and grouping of objects by exploiting
the movement features of objects in traffic systems.

3 Data Model and Trajectory Prediction

We model a road network with a graph of cellular automata (GCA), where
the nodes of the graph represent road intersections and the edges represent road
segments with no intersections. Each edge consists of a cellular automaton (CA),
which is represented, in a discrete mode, as a finite sequence of cells. The CA
model was used in this context by [12].

In the GCA, a moving object is represented as a symbol attached to the cell
and it can move several cells ahead at each time unit. Intuitively, the velocity is
the number of cells an object can traverse during a time unit. Let ¢ be an object
moving along an edge. Let v(7) be its velocity, x(2) its position, gap(i) the number
of empty cells ahead (forward gap), and Py(i) a randomized slowdown rate which
specifies the probability it slows down. We assume that V., is the maximum
velocity of moving objects. The position and velocity of each object might change
at each transition of the GCA according to the rules below (adapted from [12]):

1. if (i) < Vinee and v(i) < gap(i) then v(i) « v(i) +1
2. if v(i) > gap(i) then v(i) « gap(i)

3. if v(4) > 0 and random() < P4(i) then v(i) «— v(i) — 1
4. if (z(d) +v(i)) <1 then z(i) «— x(i) + v(i)

The first rule represents linear acceleration until the object reaches the maxi-
mum speed V.- The second rule ensures that if there is another object in front
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of the current object, it will slow down in order to avoid collision. In the third
rule, the P;(7) models erratic movement behavior. Finally, the new position of
object ¢ is given by the fourth rule as the sum of the previous position with
the new velocity if it is in the CA. Figure 2 shows a transition of the cellular
automaton of edge (n1,n2) in Figure 1 in two consecutive timestamps. We can
see that at time ¢, the speed of the object 0y is smaller than the gap (i.e. the
number of cells between the object 0; and 02). On the other hand, the object
0o will reduce its speed to the size of the gap. According to the fourth rule, the
objects move to the corresponding positions based on their speeds at time ¢+ 1.

We use GCAs not only to model road networks, but also to simulate the
movements of moving objects by the transitions of the GCA. Based on the
GCA, a Simulation-based Prediction (SP) model to anticipate future trajectories
of moving objects is proposed. The SP model treats the objects simulated results
as their predicted positions. Then, by the linear regression, a compact and simple
linear function that reflects future movement of a moving object can be obtained.
To refine the accuracy, based on different assumptions on the traffic conditions
we simulate two future trajectories to obtain its predicted movement function.
Figure 3 and Figure 4 show the comparison of the SP model and the linear
prediction (LP) model. We can see from Figure 3 that the LP model cannot
predict accurately the future trajectories of objects due to the frequent changes
of the object velocity in traffic road networks.

| A real trajectory . A simulated trajectory L1 L3
predicted function , | | —— predicted function Bt AP

th fastest
movement

Fig. 3. The Linear Prediction Fig. 4. The Simulation Based Prediction

Most existing work uses the CA model for traffic flow simulation in which
the parameter P;(i) is treated as a random variable to reflect the stochastic,
dynamic nature of traffic system. However, we extend this model for predicting
the future trajectories of objects by setting Py(i) to values that model different
traffic conditions. For example, laminar traffic can be simulated with Py(7) set to
0 or a small value, and the congestion can be simulated with a larger P;(i). By
giving P4(7) two values, we can derive two future trajectories, which describe,
respectively, the fastest and slowest movements of objects. In other words, the
object future locations are most probably bounded by these two trajectories. The
value of P;(4) can be obtained by the experiences or by sampling from the given
dataset. Our experiments show one of methods to choose the value of Py(i). It
is proved that 0 and 0.1 are realistic values of P;(4) in our cases.
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For getting the future predicted function of an object from the simulated
discrete points, we regress the discrete positions to a linear function by the
Least Square Estimation (LSE) in Statistics. It can be calculated efficiently with
low data storage cost. Let the discrete simulated points be (to,lo), (t1,01), ..,
(tisli)y ooy (bn—1,1n—1)(i > 0,n > 0), where t; is the time at ¢ + 1 timestamp, [; is
the relative distance of the moving object in an edge at timestamp ¢;, n is the
total time units for the simulation, a linear function of time variable ¢ can be
obtained as follows:

l = Qo —+ alt (1)

where the slope a; and the intercept ag can be calculated in Statistics

n—1 n—1 n—1
nztili_ztizli
1=0 =0 1=0

a1 = 1
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nZt?—(ZOti)Q

=0

1n—1 a n—1
1
aozﬁ;li_;;ti 3)

After regressing the two simulated future trajectories to two linear function
denoting L1 and Ly in Figure 4, we can compute the middle straight line L3, the
bisector of the angle a between L; and Ly as the final predicted function L(t).

Through the SP model, we obtain a compact and simple linear prediction
function for the moving object. However, this is different from the linear pre-
diction in that the simulation-based prediction method not only considers the
speed and direction of each moving object, but also takes correlation of objects
as well as the stochastic behavior of the traffic into account. The experimental
results also show it is a more accurate and effective prediction approach.

4 Group Location Update Strategy

As the number of updates from moving objects to the server database depends
on both the update frequency and the number of objects updated, we propose
a group location update strategy based on the SP model (GSP) to minimize
location updates. In the GSP, for each edge in a road network, the objects are
grouped or clustered by the similarity of their predicted future movement func-
tion and their locations are represented and reported by the group (Figure 1). It
means that the nearby objects with similar movement during the future period
on the same edge are grouped and only the object nearest to its group center
needs to report the location of the whole group. Within a certain precision, the
locations of other objects can be approximated to their group location.

The idea of grouping objects for location updates is similar to the GBL
proposed in [6]. The main differences are that the GSP groups the objects by
their future movement function predicted from the SP model instead of their
current locations and predicted locations after a time parameter 7 obtained by
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current velocity. Grouping by objects predicted movement function can insure
the validity of the groups. The accurate prediction from the SP model can also
reduce the maintenance of the groups. Due to the constraint of the road network,
each group in the GSP has its lifetime in accordance to the edge. A group only
exists on one edge and will be dissolved when objects within it leave the edge.
Furthermore, unlike the GBL in which objects have to send a lots of messages to
each other and compute the costly similarities for grouping and leader selection,
the GSP executes the grouping on the server after predicting. This alleviates the
resource consumption of moving clients and overloads of wireless communication.

The similarity of two objects simulated future trajectories in the SP model
has to be computed by comparing a lot of feature points on the trajectories. A
straightforward method is to select some of the simulated points to sum their
distance difference. However, the computation cost for simulated trajectories is
very high. For simplicity and low cost, we group objects by comparing their final
predicted linear functions. Therefore, the movement similarity of two objects
on the same edge can be determined by their predicted linear functions and
the length of the edge. Specifically, if both the distance of their initial locations
and their distance when one of the objects arrives the end of the edge are less
than the given threshold (corresponding to the update threshold €), we group
the two objects together. These distances can be easily computed by their pre-
dicted functions. Figure 5 shows the predicted movement functions (represented
as L1,L2,L3,L4,L5) of the objects 01,02,03,04,05 on the edge (ny,ns) from
Figure 1. le is the length of the edge and t1,t2,t3,t4 are respectively the time
when the objects 01, 02, 03,04 arrive the end of the edge. Given the threshold is
7, for objects 01, 02, the location difference between them at initiate time and
t1 are not larger than 7, therefore, they are clustered in one group c¢;. We then
compare the movement similarities of 03 and 01 as well as 03 and 02. The location
differences are all not larger than 7, so o3 can be inserted to c¢;. Although at the
initiate time, o3 and o4 are very close with the distance less than 7, they move
far away each other in the future and their distance exceeds 7 when o3 arrives
the end of the edge. They cannot be grouped in one cluster. In the same way,
04 and o5 form the group cy. Therefore, given a threshold, there are three cases
of the objects predicted linear function when they are grouped together on one
edge. These cases can be seen in the Figure 5 respectively labeled by a (L2 and
L3 with objects moving close), b (L1 and L3 with objects moving far away) and
¢ (L1 and L2 with one object exceeding another one).

In a road network, we group objects on the same edge. When objects move
out of the edge, they may change direction independently. So we dissolve this
group and regroup the objects in adjacent edges. Each group has its lifetime from
the group formation to all objects within it leaving the edge. For each edge, with
the objects predicted functions, groups are formed by clustering together sets of
objects not only close to each other at a current time, but also likely to move
together for a while on one edge. We select the object closest to the center of its
group both the current time and some period in future on the edge to represent
the group. The central object represents its group and is responsible for reporting
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Fig. 5. Grouping objects by their predicted functions

the group location to the server. For reselecting the central object, according to
objects predicted future functions, we can choose the objects close to the center
of the group during its lifetime as the candidates of the central object. We can
also identify when the central object will move away from the group center and
choose another candidate as a new central object. A joining from a moving object
to a group must be executed as follows. The system first finds the nearby groups
according to the edge the object lies and then compares the movement similarity
of the object and the group by their predicted functions. If the object cannot
join to the nearby groups, a new group will be created with only one member.
When a moving object leaves a group, the central object of the group needs to be
reselected. However, for the object leaving an edge, to reduce the central object
reselection of its group, we just delete it from its group and do not change the
central object until the central object leaves the edge.

In the GSP, the grouping method assures the compactness and movement
similarity of the objects within a group. Given the precision threshold ¢, the
objects locations in a group may be approximated by the location of the group
(i.e. location of its central object). Only the location update from the central
object of the group to the location server is necessary. After the server makes
predictions for objects in a road network and initiates their groups, the client
of the central object measures and monitors the deviation between its current
location and predicted location and reports its location to the server. Other ob-
jects do not report their locations unless they enter the new edge. The prediction
and grouping of objects are executed in the server and the group information
(including the edge id, the central object id, its predicted function and a set of
objects within the group) is also stored in the database of the server. The update
algorithm in the server is described in Algorithm 1.

5 Performance Evaluation

In this section, we experimentally measure the performance of the point-based,
segment-based [1], and our GSP update policies. We also evaluate the simulation
based prediction (SP) method used in the GSP update policy with the simulation
parameter Py and prediction accuracy compared to the linear prediction (LP)
method. We implemented the three update policies in Java and carried out
experiments on a Pentium 4, 2.4G PC with 256MB RAM running Windows XP.
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Algorithm 1: GroupUpdate(objID, pos,vel,edgel D, grpI D)
input : objID,edgelD and grplD are respectively the identifier of the object
to be updated, its edge and group, pos, vel are its position and velocity
Simulate two future trajectories of objID with different P; by the CA;
Compute the future predicted function I(t) of objID;
if objID does not enter the new edge then
if objID is the central object of grpl D then
Update the current position pos and predicted function I(t) of grpID;
Send the predicted function I(t) of grpID to the client of objID;
end

else
if GetObjNum(grpID) > 1 then
Deletes objID from its original group grplD;
if objID is the central object of grpl D then
Reselect the central object of grpl D, update and send its group info;
end
else Dissolve the group grplD;
Find the nearest group grp: for objID on edgel D;
Compute the time t. when objID leaves edgel D by I(t) and edgelD length;
if Both distances between objID and grpi at initiate time and te < € then
Insert objID into grp: and send grp; identifier to the client of objID;

Reselect the central object of grp:, update and send its group info;
else Create a new group grps only having objID and send its group info;
end

5.1 Datasets

The datasets of our experiments are generated by Thomas Brinkhoff Network-
based Generator of Moving Objects [13], which is used as a popular benchmark
in many related work. The generator takes a map of a real road network as input
and may simulate the moving behaviors of various kinds of moving objects in
real world. Our experiment is based on the real map of Oldenburg city with
7035 segments. For modeling the road network, we associate those adjacent but
not crossed segments together to form edges of the graph. After that, the total
number of edges is 2980 and their average length is 184. We set the generator
the parameter “maximum time” to be 20, “maximum speed” 50 and the number
of initial moving objects 100000. The generator places these objects at random
positions on the road network, and updates their locations at each time-stamp.
The positions of the objects are given in two dimensional X-Y coordinates. We
transform them to the form of (edgeid, pos), where edgeid denotes the edge
identifier and pos denotes the object relative position.

5.2 Update Performance

For evaluating update performance and accuracy, we consider two metrics, namely,
the number of updates (for 100000 moving objects during 20 time-stamps) and
average error of the location of each object at each times-tamp as following.
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where [;; is the predicted location of mo; or approximated location by its
group at the timestamp ¢;, [,;; is the real location of mo; at timestamp t;, m is
total update time-stamps and n is the number of moving objects.

Figure 6 and 7 show the update number and average error of three update
policies respectively with different update thresholds. We observe that with in-
crease of the threshold, the update number will decrease and the average error
will increase in any one of these three policies. This is because the larger the
threshold is, the larger the allowable deviation between the predicted location
and its real location, and the less updates it causes. However, the GSP update
policy outperforms the other two policies for fewer number of update and aver-
age error. Specifically, the GSP only causes 30%-40% updates of segment-based
policy and 15%-25% of point-based policy, while improves the location accuracy
with lower average error. This owns to the accurate prediction of the SP method
and the technique of grouping moving objects. For the GSP policy, larger thresh-
old results in more objects in one group and therefore fewer group updates and
higher location average error. In addition, notice that the largest performance
improvement of the GSP policy over other policies is for smaller thresholds.
For thresholds below 10, the GSP policy is nearly three times better than the
segment-based policy and four times than the point-based policy.
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Fig. 6. Number of Updates Fig. 7. Average Error of Updates

5.3 Prediction Performance

The Slowdown Rate Py We study the effect of the choices of different Py, which
determines two predicted trajectories corresponding to the fastest and slowest
movements. We use P, from 0 to 0.5 and measure the prediction accuracy by the
average error and overflow rate. The overflow rate represents the probability of
the predicted positions exceeding the actual positions. The purpose of this metric
is to find the closest two trajectories binding the actual one as future trajectories.
In this way, we choose the P; with both the lower average error and overflow
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rate, which can also be treated as one of methods to set the proper values of P,
in a given dataset. Figure 8 and Figure 9 show the prediction accuracy of the SP
method with different P;. We can see that when Py is set to 0 and 0.1, both the
average error and overflow rate are lower than others. Therefore, we use them
in the experiments to obtain better prediction results.

Average error
Overflow rate

Fig. 8. Average Error with Different P; Fig. 9. Overflow Rate with Different Py

Prediction Accuracy and Cost Finally, we compare the prediction accuracy of
the SP method with the LP method. We measure the average error for predicted
locations (without grouping) with different thresholds. From Figure 10, we ob-
serve that the average error will increase when the threshold increases. This is
tenable in both the LP and SP method. However, the SP method predicts more
accurately than the LP method with any threshold. For the costs of SP method,
as its time complexity depends on many factors, we compute average CPU time
when simulating and predicting the movements of one object along the edge with
length 1000. The results show that the average cost of one prediction is about
0.25ms. This is acceptable even for large number of moving objects.

Average error

5 10 15 20 25
Threshold

Fig. 10. Comparison of Prediction Accuracy

6 Conclusion

Motivated by the features of vehicles movements in traffic networks, this paper
presents new techniques to track network-constrained moving objects. Our con-
tribution is twofold. First we propose a prediction model, based on simulation,
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which predicts with a great accuracy the future trajectories of moving objects.
This lowers location update frequency in tracking. Then, based on the predic-
tion, we propose a group update strategy which further reduces location updates
and minimizes the cost of wireless communication. The experiments show that
the update strategy has much higher performance and location accuracy.
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Abstract ing objects, which are the foundations for efficient location
management in mobile location-aware applications.

Advances in wireless sensor networks and positioning Many models and algorithms have been proposed to han-
technologies enable traffic management (e.g. routing traf- dle the continuously changing positions of moving objects.
fic) that uses real-time data monitored by GPS-enabled Wolfson et al. in [16, 21] firstly proposed a Moving Objects
cars. Location management has become an enabling techSpatio-Temporal (MOST) model, which represents the lo-
nology in such application. The location modeling and tra- cation as a dynamic attribute. Later, the model based on
jectory prediction of moving objects are the fundamental linear constrain [17], abstract data types [9] and Space-
components of location management in mobile location- Time Grid Storage [4] for moving objects have been pro-
aware applications. In this paper, we model the road posed. However, in most real life applications, objects move
network and moving objects in a graph of cellular au- within constrained networks, especially the transportation
tomata (GCA), which makes full use of the constraints networks (e.g., vehicles move on road networks). These
of the network and the stochastic behavior of the traf- works ignore the interaction between moving objects and
fic. A simulation-based method based on graphs of cel-the underlying transportation networks.
lular automata is proposed to predict future trajectories. In fact, the interaction is very important to manage
Our technique strongly differs from the linear prediction network-constrained moving objects. For example, in the
method, which has low prediction accuracy and requires |ocation tracking, the road-network representation of mov-
frequent updates when applied to real traffic with veloc- jng objects can be exploited to reduce the number of up-
ity changes. The experiments, carried on two different gates from moving objects to the database server [5]. For
datasetS, show that the simulation-based prediction methodindexing moving Objects in road networkS, the tempora| as-
provides higher accuracy than the linear prediction method. pect can be distinguished and related to the road network to

save considerable index storage space [2, 8] since the spa-
tial property of objects’ movement is already captured by
. the network. In addition, using the network constraints, the
1 Introduction query processing can also be improved [10, 15].

The continued advances in wireless sensor networks More recently, the models connecting moving objects
and position technologies enable traffic management andWith the road network representation have been pro-
location-based services that track continuously changingPosed [7, 13, 14, 20]. Most of them represent road net-
positions of moving objects. For example, moving cars on a Works as graphs and moving objects as moving graph points
road network can be monitored and their locations are sam-With their speed in order to capture objects’ movement.
pled by sensors or GPS periodically, then sent to the servefiowever, the models assume linear movement and can not
and stored in a database. According to the real-time loca-reflect the real movement feature of moving objects in a
tions and predicted future trajectories of cars, we can fore-road network where objects frequently change their veloc-
cast traffic jams and route the traffic intelligently. Timely ity. This limits their applicability in a majority of real appli-
location information is becoming one of the key features cations.
in these applications. In this paper, we focus on the the In this paper, we propose a new graph of cellular au-
location modeling and future trajectory prediction of mov- tomata (GCA) model to integrate the traffic movement fea-
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tures into the model of moving objects and the underly- Storage model for moving objects. In [9]{i@ng et al. pre-
ing road network. The GCA model exploits the stochas- sented a data model and data structures for moving objects
tic behavior of the real traffic by the cellular automaton based on abstract data types. However, nearly none of these
which is used in the traffic simulation [12]. It also com- works have treated the interaction between moving objects
bines the road network model with the real movement of and the underlying transportation networks in any way.
objects and therefore improves the efficiency of managing  In 2001, Vazirgiannis and Wolfson [20] first introduced
network-constrained moving objects. a model for moving objects on road networks, which con-
Considering the new feature of the GCA model, it can nects the moving object’s trajectory model with the road
be efficiently used to simulate future trajectories of mov- network representation. In the model, the road network is
ing objects, where objects’ movement follows traffic rules. represented by an electronic map and the trajectory of a
We further propose a simulation-based prediction method moving object is constructed by the map and its destination.
based on the GCA model. Since the GCA exploits featuresin [14], the authors presented a computational data model
of traffic systems, the method can predict future trajectoriesfor network constrained moving objects in which the road
of moving objects in road network more accurately than the network has two representations namely a two-dimensional
linear prediction method widely used in the predictive in- representation and a graph representation to obtain both ex-
dexing and query processing. pressiveness and efficient support for queries. In this model,
The framework built on the GCA model and simulation- the moving objects treated as query points are represented
based prediction forms the foundation of the efficient stor- by graph points located on segments or edges. Ding et
age and management of network-constrained moving ob-al. [7] proposed a MOD model, based on dynamic trans-
jects. Specifically, it is capable of reducing the number of portation networks. They model transportation networks
updates in tracking and indexing and supporting the predic-as dynamic graphs and moving objects as moving graph

tive queries on moving objects in a road network. points. In addition, Papadias et al. in [13] presented a
In summary, this paper makes the following contribu- framework to support spatial network databases. However,
tions: these models capture movement information of objects only

by their speed and assume the linear movement, which limit
1. We present the graphs of cellular automata (GCA) applicability in a majority of real applications.
model to integrate the trajectory representation of  pregiction methods for future trajectories of moving ob-
moving objects and the transportation network with in- jects play an important role in indexing and querying cur-
trinsic movement features in the real traffic. rent and anticipated future positions. Most existing pre-
diction methods, used in the indexing and querying, as-
sume linear movement, which cannot reflect the real move-
o X ) ) ment. Aggarwal et al [1] introduced a non-linear model
curacy of predicting future trajectories of objects mov- yhat ses quadratic predictive function, Tao et al [18] pro-
ing in a traffic network. posed a prediction method based on recursive motion func-

3. The experiments show that the simulation-based pre_tions for objects with unknown rr_10tion patterns, and C_ai et
diction method obtains higher accuracy than the linear al [6.] used Chebyshev pplynomlals to represent and index
prediction method widely used. spatlo-temppral trajectories. In _[19]! Tao et al devglqped

Venn sampling (VS), a novel estimation method optimized

The rest of the paper is organized as follows. Section o for a set of pivot queri'es.that reflect the distribution of ac-
surveys related work. In Section 3, the graph of cellular au- (U@l ones. These prediction methods improve the precision
tomata model is introduced to model the road network andn Predicting the location of each object, but they ignore
movement of objects. Section 4 presents the simulation-the correlation of adjacent objects when they move in traf-
based prediction method. Section 5 contains experimentafic Networks, and thus may not reflect the realistic traffic

evaluation. We conclude in Section 6. scenario.

Despite the wide use of traffic simulation rules in trans-

2 Related Work portation GIS domain [12, 3], their integration to a database

The modeling of moving objects attracts a lot of research model for objects in constrained networks has never been
interests. Wolfson et al. in [16, 21] firstly proposed a Mov- done before.

ing Objects Spatio-Temporal (MOST) model which is capa- 3 Graphs of Cellular Automata Model

ble of tracking not only the current, but also the near future

position of moving objects. Su et al. in [17] presented a  We model a road network with a graph of cellular au-

data model for moving objects based on linear constrainttomata (GCA), where the nodes of the graph represent road

databases. Chon et al. in [4] proposed a Space-Time Gridntersections and the edges represent road segments with

2. Based on the GCA model, we propose a simulation-
based prediction (SP) method, which improves the ac-
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A moving object is represented as a symbol attached to
the cell in the GCA and it can move several cells ahead at
each time unit. Figure 1(b) is an instance of the GCA corre-
sponding to the road network of Figure 1(a). In Figure 1(b),
moving objects are denoted by squares. A moving object
lies on exactly one cell of the edge and its location can be
obtained by computing the number of cells relative to the
start node. For instance, objecties on the edgéN,, Ns)

(a) A Road Network (b) Aniinstance of GCA  and there are two cells away fravy along the edge. There-
_ ) fore, its position can be expressed @y, No, 2).
Figure 1: An example of a road network and its GCA model The motion of an object is represented as some (time,

location) information. Representing such information of a
moving object as a trajectory is a typical approach [20]. In

no intersections. D|fferent.from the general graph model, the GCA model, the trajectory of a moving object can be
each edge in the GCA consists of a cellular automaton (CA), .. . . . . o
divided two types: the in-edge trajectory for the object’'s

which is represented, in a discrete mode, as a finite Sequence. |\ cment in one edge (CA) and the global trajectory for

of cells. Each cell corresponds in practice to some road S€0ine object that may move cross several edges (CAs) dur-
ment of about 7.5 m.

. .._ing its movement. The in-edge trajectory of an object is a
Figure 1 shows an example of a road network and its g " J y )

. olyline in two-dimensional space (one-dimensional rela-
GCA model. Each node has a label which represents a poly P (

. ! o Mive distance, plus time), which can be defined as follows:
intersection of the road network. The wide lines represent

edges and each edge treated as one CA connects many cellgefinition 4 The in-edge trajectory of a moving object in
The CA model was used in this context by [12]. We first 5 CcA of lengthL is a piece-wise functiorf : 7 — N,
recall the definition of cellular automaton. represented as a sequence of poitits, 1), (2, o), . . .,

toyln)(ty <ta <...<tp,li<la<...<l, <L)
Definition 1 A cellular automaton consists of a finite ori- ( )t 2 ! 2 )

ented sequence of cells. In a configuration, each cell is  ywhen an object moves across multiple edges, its global

either empty or contains a symbol. During a transition, trajectory is defined as functions mapping the time to the
symbols can move forward to subsequent cells, symbols cargge and relative distance.
leave the CA and new symbols can enter the CA.
) Definition 5 The global trajectory of a moving ob-
An example of cellular automaton corresponding to edge ject in different CAs is a piece-wise functiofi
figurations is given in Figure 2. We now formally define a (¢, ¢, 1,),.. ., (tiresili)- oy (torem ln)(ti < by <
graph of cellular automata. <)

Definition 2 The structure of a GCA is a directed weighted In the sequel, we will be interested by deterministic paths
graph G = (V,E,l) whereV is a set of vertices (i.e., inthe GCAi.e., path with source nodes of out degree 1. The
nodes),F is a set of edges and: £ — N is a function successive CAs in a deterministic path can be then seen as
which associates to each edge the number of cells of thea unique CA.

corresponding cellular automaton. Let i be an object moving along an edge. L&t) be
its velocity, z(¢) its position,gap(i) the number of empty
We assume a countably infinite alphabét cells ahead (forward gap), ang;(i) a randomized slow-
{a, 8,7, - -}, denoting moving objects’ names. L€tbe down rate which specifies the probability it slows down. We
the set of cells of a GCA. assume thav,,, .. is the maximum velocity of moving ob-

A configuration or an instance of a GCA, is a mapping jects. The position and velocity of each object might change
from the cells of the GCA to constants {htogether with at each transition as shown definition 6 adapted from [12].

a given velocity. Intuitively, the velocity is the number of
cells an Object can traverse during a time unit. Definition 6 At each transition of the GCA, each ObjeCt

changes velocity and position in a CA of lendtlccording
Definition 3 An instance of a GCA is defined by two func- {0 the rules below:

tions: I X . . .
1. if Vinaz @nd th 1
10 C — QU{} (1-1 mapping) ifo(i) < andv (i) < gap(i) thenv(i) « v(i)+
v:Q—N. 2. ifv(i) > gap(i) thenv(i) — gap(i)
3
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Figure 3: An example of changing lane in transition of the two
Figure 2: Transition of the GCA lane GCA
3. ifv(i) > 0 andrand() < Py(i) thenv(i) «— v(i) — 1 lane, gap, (%) is the backward gap on the other lane,

D, Do andp, ; are the parameters which decide how far
the object looks ahead on the current lane, ahead on
the other lane, and back on the other lane, respectively.

4. if (x() + v(i)) < Lthenz(i) — (i) + v(3)

The first rule represents linear acceleration until the ob-

ject reaches the maximum speefl... The second rule In fact, the changing lane rule is based on the following
ensures that if there is another object in front of the current gpservation: the car looks ahead if some car is in its way:
object, it will slow down in order to avoid collision. Inthe  the car looks on the other lane if it is any better there; the
third rule, theP; (i) models erratic movement behavior. Fi-  ¢ar Jooks back on the other lane if it would get in other cars
nally, the new position of objectis given by the fourthrule \yay Generally, in the above rule, batrandp, are essen-

as the sum of the previous position with the new velocity if iy proportional to the velocity, whereas looking back de-
itis in the CA. Note that it is easy to extend the definition hends mostly on the expected velocity of other objects, not
of transition to deterministic paths. Because of determinis- oy gne’s own. An example of invoking the rule of changing
tic path, the objects move to a new position in a subsequentane withp = v + 1, p, = p, Po.b = Vmax, Pe = 1 iS given

CA. Figure 2 shows the simulated movement of objects on, Figure 3. The objech Withyp = 3,00 = 3,Pop = 5

a cellular automaton of the GCA in two consecutive times- changes to the other lane in the GCA due to Sétisfying the
tamps. We can see that at timethe speed of the objeat  ifth rule mentioned above.

is smaller than the gap (i.e. the number of cells between the ) L

objecta andb). On the other hand, the objéewill reduce 4 Trajectory Prediction

its speed to the size of the gap. According to the fourthrule,  |n the management of moving objects, the trajectory pre-
the objects move to the corresponding positions based oriction method is usually used to improve the performance
their speeds at time+ 1. of the location update strategy and to support the predictive

However, objects in real traffic have different desired index and queries. In this part, we first review some linear
speed. With the transitions of the GCA of one lane CA prediction methods and analyze their problem in handling

mentioned above, it can be found that slow objects beingmoving objects in constrained networks, and finally present
followed by faster ones, and the average speed reduced t@ur simulation-based prediction method.

the free-flow speed of the slowest object [11]. In view of . -

this, we extend the one lane GCA to two lane GCA in which 4.1 The Linear Prediction (LP)
a CA consists of two parallel single lane. Therefore, each ~Most currentindex and query processing approaches use
cell in two lane GCA is composed of two parallel single the linear prediction method for its simplicity and capabil-
lane and each lane may contain one symbol namely a mov-ty of approximating any curve of free movement by piece-
ing object. The function in a GCA instancd will change wise linear segments. Suppose the trajectory function for

to the 1-2 mapping accordingly. an object between timg andt; is
For the transition of GCA with one lane, we extend it to . - .
the two lane by attaching an additional rule that models the Xe=Xp, +V(t—to) (to<t<t)

changing of lanes of the object. Suppose the objects move - . i i
only sideways, the transition of GCA happens on both lanes/"€réX:, denotes the position of the object at tiyeand
according to the previous four rules and then the exchange!’ denotes the velocity of the object, which is assumed to
of objects between two lanes is checked according to therémain fixed betweety to ;.

additional conditions for changing lane as follows: General LP The general linear prediction method uses the
object’s current positiorfto and current velocity7 to pre-

dict its position in the near future. When the prediction is
deemed inaccurate, that is, its deviation from the actual po-
sition is beyond a predefined threshold, we revise our pre-
wheregap(i) is the number of empty cells ahead in diction by resettingf('t0 andV. In situations where object’s
the same langap,(4) is the forward gap on the other velocity remains largely constant, this method enables us to

5. objecti changes lane with probabilitg. if

gap(i) < p, gapo(i) > p1, andgapo (i) > po.p
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4.2 The Simulation-based Prediction (SP)

[ Considering the simulation feature of the GCA model,
we use GCAs not only to model road networks, but also to
A simulate future trajectories of moving objects by the tran-
/ sitions of GCAs, where objects’ movement follows traffic
rules. Based on the GCA, &imulation-based Prediction
3 —> > (SP)method to anticipate future trajectories of moving ob-
! t jects is proposed. The SP method treats the object’s sim-
(a) General Linear Prediction  (b) Simulation-based Prediction ulated results as its predicted positions to obtain its future
in-edge trajectory. To refine the accuracy, based on differ-
Figure 4: Linear Prediction VS. Simulation-based Prediction ent assumptions on the traffic conditions we simulate two
future trajectories in discrete points for each object on its
edge. Then, by linear regression and translating, the tra-
jectory bounds that contain all possible future positions of
a moving object on that edge can be obtained. When the
object moves to another edge in the GCA or the predicted
position exceeds its actual position above the predefined ac-

. . . curacy, another simulation and regression will be executed
Road Segment Based LRf objects move in a constrained : .
: . to predict new future trajectory bounds. The process of the
environment such as a transportation network, we can use . . 2 oo
. simulation-based prediction can be seen in Figure 5.

the road segments of the network to help model the object’s - :

. Most existing work uses the CA model for traffic flow
movement. In other words, we assume objects move at con- . S . N

. . ; simulation in which the parametét;(¢) is treated as a ran-
stant speed along a road segment, that is, their trajector

: : . Ydom variable to reflect the stochastic, dynamic nature of
functions will not change until they move out of a road seg- ) .
ment. When an object enters a new road segment, we reEr.aﬁ.IC system. Hovyever,_ we exte_nd this model for pre-
' I : . ' dicting the future trajectories of objects by settiRg(i) to
set the velocity in its trajectory function. The frequency

. . ; values that model different traffic conditions. For exam-
of revising the trajectory function depends on the average . ) . o
ple, laminar traffic can be simulated wif; (i) set to O or
length of the road segments.

a small value, and the congestion can be simulated with a
) largerP; (). By giving P,(7) two values, we can derive two
Route Based LP If objects have regular and known routes gy e trajectories, which describe, respectively, the fastest
in the transportation network (e.g., one takes Fhe same routg,nq slowest movements of objects as showed in Figure 5(a).
from home to work), we can use the routes instead of the |, gther words, the object’s future locations are most prob-
road segments to reduce the number of updates needed Qbly bounded by these two trajectories. The valu@f)
maintain the opjects’ position. If Fhe route is predicted in- 534 pe obtained by the experiences or by sampling from
correctly, we simply make an additional update. the given dataset. Our experiments show one of methods to
choose the value aP,(i). It is proved that 0 and 0.1 are
However, any real traffic system has a stochastic, dy- realistic values of;(4) in our cases.
namic and fuzzy nature. The accuracy of linear predic-  For getting the future trajectory function of an object
tion methods mentioned above is inadequate because lineaffom the simulated discrete points, we need to regress the
methods can hardly reflect the movement of objects con-discrete positions. We find that in most cases the linear
strained by road networks. For example, in urban road net-regression (as shown in Figure 4b) fits the prediction well
works, because of traffic conditions, a vehicle may travel and at low cost. The OLSE (Ordinary Least Square Estima-
at a constant speed, decelerate to stop, wait, accelerate angbn) method, for example, can be calculated efficiently with
travel again at a constant speed. Vehicles may often repealow data storage cost. Let the discrete simulated points be
the above movement in modern urban road networks. (t1,d1), .-, (tiydi)y ..., (tn,dn), whered; (z € [1,n]) de-

We use Figure 4 to demonstrate the inadequacy of thenotes the relative distange in an edge and the average value
linear prediction method for real road networks. Figure 4(a) P& andd. After regression, the trajectory function of the
shows the predicted (linear) trajectory and the actual trajec-M0Ving object is:
tory of an object. We can see that each time the change of R .
the object’s velocity is above a certain threshold, an update D(t) = fo+ Pt
is triggered and the trajectory is revised by a new velocity yhere3, andj3, are given by:
vector. The frequent changes of the object’s velocity will
incur repeated update and prediction. Bo = d—p-t

make future prediction with high precision. However, when
objects move with changing velocity, their trajectory func-
tions have to be revised frequently.
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In Figure 5(a), the dashed curves show two future tra-
jectories, which are the slowest and the fastest movement
simulated by using differen®;. Applying the OLSE algo-
rithm to the two trajectories generates two linear functions,
which are shown in solid lines.

performance of predictive query. For example, given a pre-
dictive range query with the specified regi®during time
interval[ty, ¢2] in the future, we can filter the objects in the
result during the pre-process phase if the area between their
%pper and lower trajectory bounds can not intersectRhe
during [ty, t2].

However, for other applications such as the tracking of
moving objects, a single predicted function is needed to ob-
tain the specific future positions of the object. For example,
to lower update frequency from moving objects to server
database, a general principle for location update policies is

Finally, in order to find the bounds of the area that s follows: the moving objects equipped by GPS receiver
contains all estimated future positions, we translate thedo notreporttheir locations to the server unless their actual
two regression lines, until all estimated future positions POSitions exceed the predicted positions to a certain thresh-
fall within. More specifically, we translate the upper line ©ld. Their predicted positions need to be computed by a
(fastest movement) upwards until it touches the point with Single predicted function. In this case, we can also adapt
the max residual (denoting the distance translated up- the SP method to obtain a compact and simple linear pre-
ward), and similarly, we translate the lower line (slowest diction function. The process can be seen in Figure 6. After
movement) downwards (denoting the distance translated regressing the two simulated future trajectories to two lin-
downward). This minimizes the loss of information and er- ar function denotind.; and L, , we compute the middle
rors brought by the OLSE algorithm. straight lineLs, the bisector of the anglebetweenl; and

We now define the two bound lines as the upper bound L2 s the final predicted functioh(?).
and lower bound of objects’ future trajectory. Although the predicted function obtained by the SP
method is a simple linear function, it is different from the
linear prediction in that the SP method not only consid-
ers the speed and direction of each moving object, but also
takes correlation of objects as well as the stochastic behav-
ior of the traffic into account. The experimental results also
show itis a more accurate and effective prediction approach.

As the prediction of in-edge trajectory only use the GCA
to simulate the movement of objects in an edge, we have
to consider the cases when objects move across the nodes
in order to make the global trajectory prediction. If the out
degree of a node in the GCA is one, the behavior of the

The two bound lines are shown in Figure 5(b). we can object in the adjacent edge is the same. However, if the
treat the two predicted lines as the bounds of the possi-out degree of the node is bigger than one, we can not trace
ble future positions of one object. The predicted trajec- the objects cross the different edges. In this case, we could
tory bounds can be used in the predictive index structureuse the probability of objects changing the edges accord-
and query processing in road network to reduce the indexing to the historical data. In this paper, we only predict the
updates and filter unnecessary query results to improve then-edge trajectory of the object moving in one edge of the

fastTrj: D(t)=oa5-t+;

slowTrj: D(t)=as-t+7s

Definition 7 The upper bound of an object trajectory
upperBound is the upper bound line of its fastest future
trajectory, and the lower bountlowerBound is the lower
bound line of its slowest future trajectory. They are linear
functions of the following form:

upperBound : D(t) = ay-t+ Af

lowerBound : D(t) = ag -t + A

wherels = vy + €1, As = 75 — €2.
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GCA. When the object moves to another edge or its predic-

tion accuracy of the future positions cannot arrive the given | s “l s
accuracy requirement, we issue another prediction based on

the current traffic conditions.
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We evaluate the simulation-based prediction method by ‘ ‘ ‘ ‘ ‘ ‘ ‘
. . . . . . 5 10 15 20 25 5 10 15 20 25

comparing it with the general linear prediction method. Us- Threshold Threshold
ing two datasets (generated by the CA simulator and by (a) Brinkhoff (b) CA
the Brinkhoff's Network-based Generator [3]), we measure
their prediction accuracy when applied to predict the near  Figyre 7: Prediction Accuracy with Different Threshold
anticipated future positions in the real map network. We
also study the effect of the choice of different values of the 103
parametei’; on the simulation-base prediction. 02}
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We use two datasets for our experiments. The first
is generated by the CA simulator, and the second by the o8 |

Brinkhoff's Network-based Generator [3]. We use the CA 07 P ST S s s t :
. . . . . 0 0.1 0.2 0.3 0.4 0.5 0 0.1 0.2 0.3 0.4 0.5

traffic simulator to generate a given number of objects in a Pd Pd

uniform network of sizel0000 x 10000 consisting of500 (a) Average Etrror (b) Overflow Rate

edges. Each object has its route and is initially placed at a

random position on its route. The initial velocities of the Figure 8: Prediction Accuracy with Differenp,

objects follow a uniform random distribution in the range
[0, 30]. The location and velocity of every objectis updated  The time complexity of the simulation-based predic-

at each time-stamp. tion depends on many factors. We compute the average
The Brinkhoff’s Network-based Generator has been usedcpy time when simulating and predicting the movement

as a popular benchmark in the related work of the MOD. of one object along the edge with length 1000 in different

The generator takes a map of a real road network as inpufgataset sizes. The results show that the average cost of one

(our experiment is based on the map of Oldenburg includ- simulation-based prediction is about 0.25ms. This is quite
ing 7035 edges). The positions of the objects are given ingcceptable.

two dimensional X-Y coordinates. We transform them to
the form of(edgeid, pos), whereedgeid denotes the edge  1he Slowdown Rater;
identifier andpos denotes relative position on the edge. The  The CA simulation has an important effect on the accu-
generator places a given number of objects at random posiracy of the simulation-based prediction. We study the effect
tions on the road network, and updates their locations atof the choice of differenf;, which determines the two pre-
each time-stamp. Each object has its own destination, anddicted trajectories corresponding to the fastest and slowest
it moves toward its destination along a given route. movement. We test on the Brinkhoff dataset with different
data size and usi; from 0 to 0.5 and measure the average
prediction accuracy by “average error” and “overflow rate”.
We compare the precision of the SP method with the LP The average error is the average absolute error between the
method. We measure the prediction accuracy by “averagepredicted and actual positions, and the overflow rate rep-
error” but with different threshold. The threshold represents resents the probability of predicted positions exceeding the
the maximum deviation between the predicted locations of actual positions. The purpose of this metric is to find the
a moving object and its real locations allowed in the predic- closest two trajectories binding the actual one as future tra-
tion. That means when the deviation exceeds the thresholdjectories. In this way, we can choose tRgboth with lower
we make another prediction. From Figure 8, we observe average error and overflow rate. Figure 8 shows the predic-
that average error will increase when threshold increasestion accuracy of the SP method with different slowdown
This is because the larger the threshold is, the larger the derates. We can see that whé) is set to 0 and 0.1, both
viation becomes, which leads to the more errors. This isthe average error and overflow rate are lower than others.
tenable in both the LP and SP method. However, the SPTherefore, we use the value 0 and 0.1 as slowdown rates
method predicts more accurately than the LP method with for the fastest movement bound and the slowest movement
any threshold. bound to obtain better prediction results.

Prediction Accuracy and Cost
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GEHE T B RN B KB E BRI FHL) Philippe Pucheral Z&#%#1 Karine Zeitouni
-, ZEUIERAMRE], XOTEALES/ERAE “Moving Objects Management in Road
Networks” EIF TIRAMITE, FH/NEHEFHET A “Key Techniques of Moving Object
Databases” 4R +5 o IXIRAEVEVT ) AN, B 2IE AL K51 EAHLAR M Dennis Shasha #(4%,
1L (Database Tunning ) —BEEHRERAEFE G W, &/NEBFZE R T4, X5
TT = PRSI, Dennis Shasha #4552 T da /NIRRT, 72 A 41
Bk A KiE2%. 5 Dennis Shasha #§% 45

20064F11H29-12H9H , A BEHES, V5l HESL E 7 8 TR

WA EEEAETH “FET context ) XML Bl & BERF ST (M7 EL, T 11 A 29 & 12
J19 H7 i A B HE L R LB TR Timos Sellis #(d%, M2 410 REMIKIAWIN. 11 H
30 HXU5#EATEE X, Timos Sellis #fiz H @S VLB TR A RIH 5 40 o R 48
SEH 2 () AT, AACERA 7 A A% SR S BRI LA o da/NEEERBES1E T /84 “Web and
Mobile Data Management” iR, S 7 NI S Es 7 S AR, FFA i W
B PE ) — 25 0L, SLESAEIT IR R BES I LRORIRA R TR, BgE < T
context ] XML $da i BEWFHT” IX— VBT TR AL

SRR A7 1) AT R R, JERAE 1 005 3K ) X AR R i FUR 4 I (R 5 A o IR
PNARERY i o
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2006 4 12 A 19 H, £ 863 /5 BHARGURI 7 & B L HEHFIT &

SSVUHIE],  d NEBEFAER R« et v S R I R
= 2006 FEREHER
2006. 5. 19-2006. 5. 25

o D—BIRTR A K S WAMDM 5258 = 34T Deep Web HIRA RS H WA MM A 1E

5 I T U K2 B2 D52 R AR S0 S AT T A — B RSt e —#

P2 RAL BRI S5 1 — S AR SRR S V)RR AWM, i T — B3R AL Deep
Web #0455 T 704k 5 Web /N TE TIRA IS . 1 5% Web /NI W11 IF e 1 F 5T
TAEREAT T A 44, £04% Deep Web 4 £ e85 N (1) S VU3 1] 251 Web Z54#3 F22 PR U6 ¢ i
PO O 2 M AW A ) 55, i D —2R RN TR 2 s il AR5 & B—#d%
MAET @k (Information Extraction from search Engine Returned Result Pages) 4R .
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Secured and Mobile Information Systems” &3 & . H 455550 % (1 flash dbms [ 7T A H
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2006. 6. 15-2006. 6. 20
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2006. 9. 10-2006. 9. 16

BEATUEXIH . FR4ERE S E & /RS i E Fr 4% VLDB2006 .

TR BRAR AR AR S N2 — B SN T 78 1 2R 28 IR B 5 = R
YEEE (VLDB 2006) HEPr<sil, IFET “Update Efficient Indexing for Moving Objects in
Road Network” FlI “Web Database Integration” WX IRE, SSESLFHKIFIT T ZIRAR

e
A o

2006. 11. 1-2006. 11. . 3
W ETNESINT B EE N SREREERZEARSI (SKG2006),
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FEIOHEREL” S RFIT TR, SR T KRR KIIDR, I TSR M i

L

2006. 11. 3-2006. 11. 5

WA IUERFTSIN T B =)m VEB {5 E RA R E N ARSI (WISA2006)

B2 IHTR], 5K 7] 27 ) 5 2 ARR RS T A SE G = R R I 1) = §5 18 3CCA Framework of web
Data Integrated LBS Middleware), {OrientX: an Integrated, Schema-Based Native XML
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AT AL S TAFS RGEER

2006. 11-9-2006. 11. 13
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o UMEL TN, 9KBT, di/bUE, FIEEE, XML R LR XPath A AbEE,
HNWIR S R, 25 43(14T)): 464—470, 2006,11. (55 23 i b [E Bk 14 2 AR 213,
J7IN)

o EU/MEE, SR, WML SN, FIFEEE, XML BRI BT, NI
L g, & 43(85F)). 484—489, 2006. (55 23 Ji v B E G P2 ARSI, M)

o 4, X, di/bE, EasyQueries: —FPIE T OCHEIE 1 Web SERRE IR . VAL
W SR, & 43 T)): 54—60, 2006. (55 23 b E B A A AR S, T ML)

o WWHIE, XUfh, EAbm, SCEE, di/hiE: Deep Web Bt 4 b SRR T T
HHUWTT S R, & 4308 T): 46—53, 2006 . (55 23 JmHh 5 2 AR 213, ML)

e X.Meng, S.Yin and Z. Xiao: A Framework of Web Data Integrated LBS Middleware.
Wuhan University Journal of Natural Sciences, ,11(5):1187-1191, Nov., 2006. (The Third
Web Information System and Application(WISA2006), Nanjing, Nov 3-5, 2006.)

¢ X.Meng, X.Wang, M. Xie and et al: OrientX: An Integrated, Schema-Based Native
XML Database System. Wuhan University Journal of Natural Sciences,11(5):1192-1196,
Nov., 2006.(The Third Web Information System and Application(WISA2006), Nanjing,
Nov 3-5, 2006.)

e W. Liu, X. Li, X. Meng, et al: A Deep Web Integration System for Job Search. Wuhan
University Journal of Natural Sciences, 11(5):1197-1201, Nov., 2006. (The Third Web
Information System and Application(WISA2006), Nanjing, Nov 3-5, 2006.)

e W. Liu, C. Linand X. Meng: Web Database Query Interface Annotation Based on User
Collaboration. Wuhan University Journal of Natural Sciences, 11(5):1403-1406, Nov.,
2006. (The Third Web Information System and Application(WISA2006), Nanjing, Nov 3-5,
2006.)

¢ X.Wang, J. Ou, X. Meng, and Y. Chen: Abox Inference for Large Scale OWL-L.ite Data.
In Proceedings of The 2th International Conference on Semantics, Knowledge, and
Grids(SKG2006), Guilin, China, Oct. 31 - Nov. 3, 2006. (Regular paper 18%)

e L.Wang, Q. Li, Y.Li, and X. Meng: Dish_Master: An Intelligent and Adaptive Manager
for a Web-based Recipe Database System. In Proceedings of The 2th International
Conference on Semantics, Knowledge, and Grids(SKG2006), Guilin, China, Oct. 31 -
Nov. 3, 2006. (Regular paper 18%)

e Y.Li, X. Meng, Q. Li, L. Wang: Hybrid Method for Automated News Content Extraction
from the Web. In proceeding of 7th International Conference on Web Information Systems
Engineering(WISE2006),pages 327-338, Wuhan, China, October 2006

o /M E O, TENE XML BT, AR, 4 17(10):2069-2086, Oct.
2006

e W, Liu, X. Meng: Web Database Integration. In Proceedings of the Ph.D Workshop in
conjunction with VLDB 06 (VLDB-PhD2006), Seoul, Korea, September 11, 2006.

e J.Chen, X. Meng, Y. Guo, X. Zhen: Update-efficient Indexing of Moving Objects in
Road Networks. In Proceedings of the Third Workshop on Spatio-Temporal Database
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Management in conjunction with VLDB 06 (VLDB-STDBM2006), Seoul, Korea,
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Y. Chen, J. Ou, Y. Jiang, X. Meng: HStar-a Semantic Repository for Large Scale OWL
Documents. In Proceedings of the First Asian Semantic Web Conference (ASWC2006),
page 415-428, Beijing, China, September 3-7, 2006. Lecture Notes in Computer Science
4185, Springer. (Full Paper 36/208=18%)

S. Wang, X. Du, X. Meng, and H. Chen: Database Research: Achievements and
Challenges. In Journal of Computer Science and Technology, Vol. 21(5):823-837,
September 2006

W. liu, X. Meng, W. Meng: Vision-based Web Data Records Extraction. In Proceedings
of the 9th SIGMOD International Workshop on Web and Databases
(SIGMOD-WebDB2006), Chicago, Illinois, June 30, 2006. (12/48=25%) [PDF]

Y. Ling, X. Meng, and W. Meng, Automated Extraction of Hit Numbers From Search
Result Pages. In Proceedings of the Seventh International Conference on Web-Age
Information Management(WAIM2006), pages 73-84, Hong Kong, China,17-19 June,
2006. Lecture Notes in Computer Science 4016, Springer 2006.

Y. Li, X. Meng, L. Wang, Q. Li, RecipeCrawler: Collecting Recipe Data from WWW
Incrementally. In Proceedings of the Seventh International Conference on Web-Age
Information Management(WAIM2006), pages 263-274, Hong Kong, China, 17-19 June,
2006. Lecture Notes in Computer Science 4016, Springer 2006.

J. Chen, X. Meng, B. Li, C. Lai: Tracking Network-Constrained Moving Objects with
Group Updates. In Proceedings of the Seventh International Conference on Web-Age
Information Management(WAIM2006), page 158-169, Hong Kong, China, 17-19 June,
2006. Lecture Notes in Computer Science 4016, Springer 2006.

J. Chen, X. Meng, Y. Guo, S. Grumbach, H. Sun: Modeling and Predicting Future
Trajectories of Moving Objects in a Constrained Network. In Proceedings of the 7th
International Conference on Mobile Data Management (MDM 2006), Nara, Japan, May
9-13, 2006. IEEE Computer Society 2006: 156.
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Y. Bai, Y. Guo, X. Meng, T. Wan, K. Zeitouni : Efficient Dynamic Traffic Navigation
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SG-WRAP
A Schema Guided Wrapper Generator

X. Meng, H. Lu, H. Wang, M. Gu

System features:

(1) Generating extraction rules with the guidance
of user-defined schema;

(2) The wrapper generated based on the rules could
be more accurate and better reflect the users
requirements;

(3) Using different schemas, the wrapper can be
easily integrated into the different data integration
process.

Application

Examples:
e Web robots uvri: www.robotstxt,org
L4 Quotes URL: finance.yahoo.com

L Amazon URL: www.amazon.com
Modeling Document

“Defining Schema
The fetched HTML page is parsed. Syntax errors, such as missing tags in the

original HTML doctment are fixed during the parsing process. One input is the original HTML page, another input of the system is a user-
defined schema for extracted data, which is obtained by the Schema Acquirer

Internally the HTML page is represented as a tree using the document object and displayed on the screen (just as the following figure shown)

model (DOM) [W3C98], where a data item is a leaf node in the tree and its

position in the document can be described by the path from the root to the leaf.

® Web-robots

sl o o . A user entered schema can be

< As such, when the user highlights a string in the s | [ saved in a Schema Base to be

: page shown, its path can be identified, which is Cag}ggx ' used later, or shared for other
| displayed as an HTML tree path

A sources from which the same
" @ Robot kinds of data to be extracted

« Specifying the structure of

ducuments o ’
[ [ Atomic ) «+ Indicating objects’
« Following the DOM \ Object relationship

\Y
+ Identifying data items with Name Purpose Platform  » Defining the data type
paths Availability or data

Demonstration Interface \ Getting Instances ’

BX

Establishing the relationship between the
HTML tree and schema tree

= Similarly, when the user clicks an element in the DTD, it is displayed as a
semantic tree path in the schema (E).

B T e

« The Mapping Acquirer of the system captures those user clicks that associate
strings in the HTML page and their corresponding elements in the DTD.

-

For example, with the sample page in the left Figure , the following mapping
can be captured

e - html.body.table[0] .thody[0] .tx[0].a[0] <=>

4N L Web robots.robot.name “Alkaline”

Generating Rule SG-Wrap: Architecture
- In other words, from user interactions, the system obtains a set of instances ‘ Rule Inducer
of rules that map strings in the HTML page to elements in the schema.
Web_robots:html{ l Rule Refiner
Robot: body.table[0].tbody[0].tr[*] {

<
%

i

i

Name: a[0].txt ;
Purpose: table[0] .tbody[0].tr[0].td[0] . txt; \K-"r;]ppcr Generator
Availability: table[0].tbody[0].tr[1].td[0].txt;
Platform: table[0] .tbody[0].txr[2].td[0].txt
} + The data extraction rules are induced from a limited set of instances. In order
} to guarantee that the data extraction rule is applicable for the entire HTML
document, SG-WRAP includes a refining process. The Rule Refiner generates
« With this set of instances of mapping rules, the Rule Generator generates an XML document by applying the induced rule on the input page.

data extraction rule by an induction algorithm, which takes the list of
mapping rules instances L as input and returns a candidate rule by
incorporating the similar mapping rule instances into a new extraction rule.

This refining process continues until the user is satisfied with the data
extracted. The wrapper is generated based on the final data extraction rule by
the Wrapper Generator,

ICDE 2002: San Jose, California, USA
pages 331-332,San Jose, CA, 26 February - 1 March 2002

0

11] [—'—] /'l'\ F\‘. / =

poa ik« http://idk
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SG-WRAM

Schema-Guided Wrapper Maintenance for Web-Data Extraction
X. Meng, D. Hu, C.Li

SGWRAM-Qverview SGWRAM-Architecture

Schema Guided Wrapper Maintenance Wrapper maintainer completes the maintaining task based on four modules:
Motivation . Data features discovery, finds the metadata for each data item within the
. The WWW is also extremely dynamic and continually evolving, which results extraction rule and learn the content features from schema and extracted results.
in frequent changes in the structures of web documents. - Data item recevery, recognizes all possible data items by traveling the HTML tree
. Consequently, wrappers may stop weorking when the structures of the of the changed document.
corresponding documents are changed no matter how they generate.
 Itis often necessary to constantly update or even completely rewrite existing 5, NficRratiin; || ,;\,& =l

wrappers, in order to mainrain the desired data extraction capabilities. group the recognized data

Extract nothing ... items and construct ‘\\mw:.r B = 1:,:1 .
_—EJ o / candidate blocks to match e 'm' ‘[ i }
<b m'w:_f —-{m—- Incomplete results candidate blocks with
Documens’.

A blocks defined in the
Y — e
Original Wrapper Incorrect results . Wrapper Reparation. picks

. The Web are very dynamic: contents, page structures up the mprmfa:;vc e \Yﬂ!l‘!rﬂ'r -“ni;ﬂﬂim'r
- Original wrappers can stop working: rely on Web page structures msta.nc.cs LR Bl D i
. Re-generating wrappers is not easy: heavy workload to system developers extraction. i

Step 1: Data-feature discovery Step 2: Data-Item Recovery

. Compute features of the data items in the original page . Traverse the new HTML tree following the depth-first traversal order
- Data pattern feature - A syntactic feature
- Represented as a regular expression. E.g. S 15.38 [$][0-9]{0.3[0-9](.)[0-9]{2}
- Can be extracted using existing technologies

+ Use the old features to identify potential data items using 3 matching
conditions: Hyperlink & Annotation & Data pattern

(A-Z09-2H0.)
G Ry L S — - A mapping list including all
' : the recognized data items
. Each mapping contains
g11872) DUDEem$8.99 | Value of the data item

» % — £ —— 4 iaralon
ID | DTD Element L (hyperlink) A (dnnotation) P (data pattern) ?'.'::}:::"j;:ﬁ"&f'.,'}‘;:" Steiner, Rosela Falk i _S,,'-]-gl o Path to it in the HTML tree
1 | Name True NULL [A-Z][a-2]{0.} : e 2 Path of the corresponding
2 Director False Directed by [A-Z][a-z]{0.} = > DTD element
3 Actors False Featuring [A-Z][a=2] {0.}(.)* F;:‘:}L ::‘:‘,“,?"m K:he:k nm Recognize
4| VHSPrice False VIS [SI0-91£0.3(0-9)()10-91{2} == 2 data fem Lo -
5 DVDPrice False DVD [S0-91{0.3 [0-91(. ] 0-2]{2} [SYO-SHO.}O-9). O-2K2} Ve sy Ak Bt e s
« Annotations and Hyperlinks - [r—
- Get annotation and'hp erlink information from the original page fsemple mapping: m ribiala
yp ginal pag M1°(D: “May”, [ASR——

a Checking the XQuery based extraction rule
o Hyperlink: step of **.../a/..." in the path
o Annotation: function of “contains()”

HP: ... /table[0)/tr[0)/td[1]/span[0]/b[0)/a[0)/text()[0]. o
SP: VideoList/Video/Name ) g e

¥ auriany: Michl Piccot, sy Moy

Step 3: Block Configuration Step 4: Rule Re-Induction

« Observation: Data items are located in semantic blocks « Semantic blocks contain mappings from data items in HTML to DTD elements
- Conforms to the user-defined schema « Induce new extraction rule by calling the induction algorithm in wrapper
. Data items are grouped in semantic blocks generator
« Refine the rule by trying to ensure the extraction rule cover all other semantic
wpmeon Borems blocks
Eogmrnm A Daves, T Lo Banes, Anp a0 - Generalization is necessary

blocks » Computing “Full
Training Day {@001)

! VD) froan $12.95) pu .
. | Decdiglodkafonn o VESkws0S Match” Blocks m| New Web . Other approaches heavily rely on the
- : Docs m

3 syntactic features of the data items,
- Identify the level in sten1

§ . and often cannot precisely recognize
= Results of Block Configuration a top-down manner ] :vw_a T the datlems)
- A set of blocks that can fully match with the DTD Generawr [ ——| gamerory [~
- Each of them is represented as a list of mappings - Check the level b W: - e | 2
. BRI b PRe step2 I SG-WRAM: a wrapper-
T recursively considering o : rRepm@intenance system
[ BB AL b T A the matches between Exraction | Wasekntuition: use features that are more
[l i candidate blocks and the 1 stable
stable 1] Wl 11 schema Changed pages - : N Patlern
R S Wrsppar o —— - Hyperlink
i) 1) g wbeboeg W0 | Trewuned by )| I =
| ki o) w1 gl ] MBmpar - Annotation

WIDM 2003: New Orleans,Louisiana,USA
Pages 1-8,New Orleans,Louisiana,USA,Novenber 7-8,2003

http://idke.ruc.edu.cn
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Deep Web Data Integration

An efficient solution to help users access Deep Web
W. Liu, X. Meng

Data Management

Definition
- The contents stored in Web databases, which can be accessed through
query interfaces.

-Characteristics
—Scale
+307,000 Deep Web sites, 450,000 Web DBs, 1,258,000 query
interfaces.
—Structure
+348,000 (structured) : 102,000 (text) ==3:1
—Content
*Covering all subject domains in the real world, such as economy,
sports, politics, efc.
—Access approach
*Query interface: the query forms on the Web pages to access Web

databases.
Deep Web Data Integration
Description e BN
. Provide users a unified access to search (=== L R L A a
multiple Web databases efficiently, and ——] e ] M ==, ol
represent the results under a global e [ Shecai Ammotation Exhostion r e v "I
schema. / Lk T \ I____ EI )
ig;‘- | Deep Web
l\ — Integrated l'.l Yo 1o Web 08 ||
Challeng&s Interface \ - =i .r.

. How to find right Web databases?

. How to query multiple Web databases in a
uniformed way?

. How to extract structured data from
unstructured result pages?

. How to merge all results under a global
schema forsubsequent analysis?

Interface Integration Module

Interface Integration Module

. WDE discovery: find Web databases (or say, their query interfaces) from deep Web;

. Interface schema extraction: analyze and extract the schema (attribute information) from query interfaces;
WDB clustering: classify Web databases by domain;

. Interface integration. identify matching attributes among the attributes of the query interfaces in a same domain, and generate a global
integrated interface.

Query Process Module

. WDB selection: select the most appropriate Web databases to answer a given query on the integrated interface;
i Query transiation: translate the query on the integrated interface into the queries on the local query interfaces;
i Query submission: submit the translated queries to their corresponding Web databases.

Result Process Module

. Results extraction: extract structural data records and data items from result pages returned by Web databases;
. Results annotation: assign semantically meaningful labels for the extracted results;

i Data merging: merge the results from different Web databases under a global schema.

VLDB2006 Ph.D. Workshop
Seoul, Korea Sept 11, 2006
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JobTong (T{Ei#)

Professional Job Information Search Engine

JORTON, 0 o w o

oo

Introduction Deep Web Crawling

¢ Job search engine integrate Distributed Crawling System
more than 100 job web sites Based On Nutch And Hadoop

e Designed based on web 2. 0 e Deep Web Crawling
principles e Support More Than 100

e Search, share, collaboration Computers

R &6 AT N ST
JOBTOM, s | m

AR ESE OTAN! - 10NN PR 5030, sea rch

e e One stop job search engine
l?%l.i‘-;::??::. n;euﬁn»:;n:: ;‘ml:un;:u ‘::(:;““‘ AT ARRT AL IR support more tha n 1 oo job
SRR e BE T B T Seror Engrer (o) resourc es

ERER RO SR
1 PSRN X 5P, ot 3 R 0 RS IEEEN MR M semate, St wpng EespreSEEENIIIA ) 1568 Lo U RARN Lo 5

M. Gkt . shet s £ WSl EORACLERER § RS MASRROSEW MR § A SRS BHSTAE. RN SAUNE ¢ Incremental update

Ry, MRS XA,

-y e Very high search speed
AR RS o LAY IENSEN: § SRS, NSRS o WA 3 SRR e Support job ranking and
e duplication removal
Tip: EMBEUMTRARS! i »
Share, Collaborate,and more... TAGE ]
e User register and online resume o6 g
s i 4308, #1 Hong Building, Remin University of China, He
¢ Resume write once and export to e
different format and style W saing
e Job recommendation based on user " [seting
- WRER 00872
profile e
Blog, comment and more ® 13701079078
Job trend analysis based on search log "t

MFRE  jncan@vip.163.c0m

and click log

AR

Http://www.jobtong.cn
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PIM: A NEW FOCUS

Personal Information Management

Introduction of PIM

PI (Personal Information)

‘When talking about Personal Information of PIM, we focus especially on
the capacity of information to affect change in our lives and in the lives of others.
So Pl means the personal information which influence him or her in some sense.

PSI (Personal Space of Information)?

A personal space of information includes all the information items that are,
at least nominally, under that person’s control .An information item is a
packaging of information. Examples of information items include: paper
documents. electronic documents . email messages. web pages .etc.

MEMEX

MEMEX is the first defination on PIM
By Vannevar Bush in 1945 ,who expressed
a hope that technology might be used to
extend ability to handle information

What is PIM?

A branch which focuses on how to keep and store the collected personal
information and on how to manage it more efficiently. And PIM can be take as a
collective of various activities which are an effort to establish, use and maintain
a mapping between information and need.

Input Technology of PIM

Information Input is the first step of PIM, Which is a process that
information is collected from Public Space of Information, Which includes the
listed activities :

Encountering: A directed search may return an unexpected result which is
potentially useful in another context. we still have many serendipitous encounters
and re-encounters with information in our everyday lives.

Auto-collecting: Utilize Al tech to collect info automatically.

Manual input : Meta-data and other data need to be inputted manually.

Filtering and auto-classification: For so large amount of info ,it is hard to
decide what info should be kept for future.

Unification & integration : Research on how to organize the info coming
from various * Information islands” .

=y
Information

Output Technology of PIM

Information Output is the third step of PIM. Which is a process that
information is token from a Personal Space of Information and tell the person in
a easy way or remind him to do something.

Research topics on Pl output:
Finding/Refinding: | remember | have encountered a web-sit which
has selt jersey of the football team | like best. But where it is...
CHI of PIM: Let a person get info he need with the most easy way.
Mining: Itis so, | have never realize it!
Reminding: Pushing relevant information on the user could serve as
an important reminding function.

Finding/Refinding

Key Tech: Push

The goal of research on

information output is to : : 5Rcm'"d'"g
Short term goal; Make Related T

advance work unnecessary for Research . |Mining

re-finding: Topics

Long term goal: Make it so
people hardly need to re-find.

Push and Al tech will play a
key role to reach the goal.

> |Query Language

CHI(Interface)

Innovation data management!
And Innovation personal data management !

A framework showing PIM activities

Output

PR —h
M-level activities  |[70) | ginding / Refinding

Storing/
Organization

Input
Keeping

Yo

* Keeping activities  Affect the input of information into a PSI.
= “M-level activities” Affect the storage of information within the PSI.
+ Finding/re-finding activities Affect the output of information from a PSI.

Research Focus of PIM

- Finding, re-finding, reminding and “re-collection™ .

- Encountering, keeping, organizing & maintaining information
- From PIM to “GIM™,

- Towards a unification & integration of PIM support.

- Measurement and evaluation.

- Search, filtering, auto-classification and Enhancements.

- Digital memories, ubiquitous computing, Beyond email....etc.

Store Technology (Personal Data space)

About PDS

PDS (Personal Data Space)
is the reflection of PSI in digital
world, which includes all digital
info stored in computer with
relation to a person.

PDS has similar characters
to PSI: pay as you go, open
» system ,revolution etc.

f.
Time

Data item
>

e

N

Research topics on PDS

- Data model of Personal Dataspace

- Security and privacy

- Data indexing, Backup and restore, View

- Data independence

- Meta data : DD, system table, profile

- PDSMS (Personal Dataspace Management System)

QOutlook of PIM Research
challenges & issues of PIM

- Information is fragmented; so too, is the study of PIM.

- How to protect the privacy and security of personal information?
- Who owns the information in the workplace?

- How do we know what is working and what isn’t?

Outlook

- PIM is a new research area of data Management.

- Gireat opportunity and Great challenge.

- Encourage multi-disciplinary approaches.

- Support the development of methodologies, frameworks and benchmarks for
the evaluation of PIM tools and techniques.

- “Pay as you go” is an important rule in PIM research.

- From PIM to GIM, they will benefit people much.

EAR

tE:  http://idke.ruc.edu.cn
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Integration Auditing of Outsourced Database
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OrientX
A Native XML Database System

System Architecture

F%

Execute Engine

|D1Ia Defmmou: | XQuery ] | XPath | J'Lpdale

Elmwmdm“

Data Schema Index
manager manager Manager
Re 5

e

Native Storage

+ OrientX implements four kinds of storage strategies
— Different storage strategies can be utilized according to application requirement

Storage Strategy | Feature Application Environment
DEB +One Element, One Record Cueries which are consisted of
Depth-first Element Based | “Pre-Order Storage Style shsohin petts
CEB +One Element, One Record Queries which contain /" or “** and
o Based | ‘Elementbased Clustering Storage | only refrieve the data of terget node
DSB +One Sublree, One Record Ouomswh:h need to access sublress
Deoih-first Sublres Based | *Fre-Order Storage Style of XML data
CSB +One Subltres, One Record Queries which need to access the data
Chishernd B Subtree-based Clustering Storage | based on semantic blocks

Navigation Implementation for
XQuery

= According to XQuery core syntax, we abstract 13
operators to implement XQuery processing.

mlﬂ‘ e FLWR = ForClause LetClause WhareClause
LEWR ForClause LetClouse WhereClavse RetumiClouse FerCluso  FOR S1 INE.2 NE__Sha N E
2 FotVarlind  FORSWIN ... rieeotelie ookt A
: ;‘::lﬂ"“ ;FE‘TU-?:\XM e
5 Sep Ao operaor i XPath, such as T XQuery core syntax Fragment
6. CondTree:  Predicale in XOuery
7. BeConstructor: Element consiruct in XQuery T
8. AtrConstructor, Altnbute constuct in XQuery (Fwm
9 BultiFur  Funehon in XQuery /i%_“-u
10ThenBise:  IF expression in Xquery P i N i ST — -
110uankdy:  (Some | Every) varin KPath satsty conditon Cromams) e B>
12 SelOpt Urion, intersact Exoept oparator of node set | /
| Ros B OROY 3
~ . s
/ J }\ ' .
< ﬁ.;& o (Batint -.r%‘;... Gow)
Condires ) P — Executed Plan

Features & History

+ Features
— XML Schema based repository
— Full support of XQuery1.0 and XPath2.0
— Flexible native storage strategies
— Novel Path index and Value index
— Navigation and Algebra based query processing

» History

— OrientX 1.0 (2002-2003)
» OrientStore, Schema Manager, Data Manager
— OrientX 1.5 (2003-2004)
* XPath Processing Module, XML Labeling Module, Index Manger
— OrientX 2.0 (2004-2005)
= Mavigation-based Query Engine
— OrientX 2.5 (2005-now )
+ Algebra-based Query Engine

Schema-guided Index

+ Schema-guided Index can support twig query and
predicates efficiently

g il Coagh

g% }%

Strwctural Gragh

o.

Py

».0.8
6@55,{)\
) '_'__'é/b

Element Map |7 Element Map 1 I
i
EE g E @ @@
! [ Dol Dyder:Sie, Leve, o] Vilae Indenes
Fallvinges Index Architecture Velike-indek

Structural Graph: the structure summary of XML data
Element Map. fast entries to nodes in Structural Graph

Algebra-based Query Processing

+ As Relation Algebra, which follows set-at-a-time style, XML query can be

processed efficiently using Tree Algebra

v Select O 1,.5s(X) o
v Sequence ép,. {opy 2Pz ,_..opl)(X) T.Ps..Pé
v Construct Xp,.0.(X)
i L®
: Join Pl i (X1_X ) 495,02
Group Yo (x) L Tim Gyps
¥ Aggregate 4, (X) | |
v Duplicate Eliminate  &;,(X) 8pypy  bibaml
v Sort oy X)
ety Pattern Tree P e
o el Generating
-'uri::u":" Shiont 1P Tyr1
A i @ Algebra Plan a,n  bibxml
Y o e Tt Generating I
e fha i fhamiber P et
-:.I—IIIIH (3ariast = Shast sed Imariirnt=8irve) hih_xml

Xiaofeng Meng,Yu Wang,Daofeng Luo,Shichao Lu,Jing An,Yan Chen,Yu JiangJianbo Ou.OrientX: A Native XML Database System (Chinese). NDBC 2003
Xiaofeng Meng,Daofeng Luo,Mong Li LeeJing An. OrientStore: A Schema Based Native XML Storage System(demo). VLDB 2003

Jing Wang,Xiaofeng Meng,Shan Wang. SUPEX A Schema-Guided Path Index for XML Data(Poster). VLDB 2002

Shichao Lu,Xiaofeng Meng,Can Lin,Yu Wang. Navigation implementation for XQuery in OrientX(Chinese). NDBC 2004

Xiaofeng Meng,Daofeng Luo,Yu Jiang,Yu Wang. OreintXA: An effective XQuery Algebra(Chinese). Journal of Software
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OrientStore

Data Management

A Schema Based Native XML Storage System

Introduction

+ Native XML storage has great impact on I/0
during query processing

+ There are two issues about native XML storage:
— The granularities of record:
« Element Based (EB)
+ Subtree Based (SB)
+ Document Based (DB)
— The storage configuration of record:
+ Depth-First Order
* Breadth-First Order
+ Clustering

DSB & CSB

Similarity Difference

Motivation

+  How to utilize XML Schema information in XML storage?

+ How to cluster records in order to reduce I/0?
+ How to combine the two?
Question

DEB & CEB

+ Divide doc into subtrees according
to the physical page size

+ Records are stored in depth-first

Granularity of order

DSB
(Depth-first Subtree Based

record is subtree |+ Partition the schema graph into
semanlic blocks

+ Allinstances of the same semantic
block are stored together

CSB
(Clustered Subtree Based)

bd o PN
1
\. bib

okt \r:aﬂiz @ '-\-/ K ,";' book?2
/ \

() bookt '@ o

';'f \'\. Proxy node j \.}\ 7)\

b
1 1§ poa | N (). ) A
Wt e Y DY Uitz U aor|| [O 0

Source dog “ fille!  gahort Wl adoliBe? o
DSB CSB

Example: one XML doc is stored in DSB and CSB separately

Why Schema?

* For storage:
- Reduce the storage consumption through replacing tag
name with SchemaNode ID.
— Help to cluster records with the same TYPE.

« For query processing:

— Help to tell possible ancestor-descendant relationship,
which in turn helps avoid navigating unnecessary
nodes.

- Help to eliminate ambiguous path expression, thus
avoid visiting unnecessary nodes for paths containing
“II" or wildcards “*"

Similarity Difference
DEB The records are stored in a
: pre-order fashion
(Depth-first Element Based ) | Granuiarity of storage is
element Records of the same
CEB SchemaNode are
(Clustered Element Based) clustered together
bb
J/ \\
baokd bouk2
./..-' \ J /N
e a:m" e2 aihod e : N \\
Soures doc ( @_H )
Example: one XML doc is stored in [
DEB and CEB separately

« The finer the granularity is, the more the space consumes,

and also the longer the importing, exporting takes

« Clustering according to schema information dramatically

reduces the |0 costs than Non-Clustering strategy

+ CEB needs less IO than CSB, because physical page of CEB

can hold more element nodes than page of CSB

+ The order of granularity is DEB = CEB < DSB < CSB, and the

order of space consumptions is CEB > DEB > CSB > DSB

Xiaofeng Meng, Daofeng Luo, Mong Li Lee, Jing An. OrientStore: A Schema Based Native XML Storage System(demo). VLDB 2003.
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XML Sequencing

Sequencing XML is a novel way of presenting both XML
data and XML queries by structure-encoded sequences
« The sequence data representation preserves query equivalence

+ Structured queries can be answered without expensive join operations

+ Can develop Infrastructure that unifies indices on both the content and
the structure of XML documents

Motivation

In most XML indexing solutions, tree pattern is not a first
class citizen, instead, the most commonly supported query
interface is the following:

Simple Paths = P (Node Ids)
For queries with *', /" or branch nodes, join operation is

Tree Structure Sequencing

(p)
;
¥ ¥

@

P: Purchase
S: Seller

I: ltem

L: Location

Boston New York Panasia

needed‘ N: Name Ia Boston Part#1

B: Buyer Qi:find orders witha  Q2:find item or subitem
Our sequence-based XML indexing present a major Boston seller or Buyer with name part#1
departure from previous XML indexing approaches. It
supports a more general query interface: preorder sequence: Ql:<P, P * L, P#Lv2>

<P, P8, PSL, PSIN, PSINv, PSL, PSLv2,

Q2:<P, P//L, P/AN, P//INv1>
PB, PBL, PBLv3, PBN, PBNvd>

Tree Pattern = P (Doc Ids)

The tree structure itself is used as the basic query unit and

T sample document
no join is needed

sample query

Query Equivalence XSeq Demo Architecture

« False Alarm:
o o | Tree Sequentializer |
o o o DTD, Data
Query Statistics Dynamic
Processing || Sequencing || Indexing
9 9 9 9 Strategy
D: <P, PL, PLS, PL, PLB> Q: <P, PL (LS PLB> Path Range Doc IDs
+ Solution: Index Index Index

— Introduces a class of sequences called constraint
sequences, which preserve query equivalence

Storage Infrastructure

Doc1: <P, PS, PSL, PSN, PSNv1>
Doc2: <P, PS, PSN>

Path Index B+Tree  Range Index B+Trees  Docld B+Tree

I Constraint Sequences |

Performance-oriented Sequencing

S [l e
F—— <0, 10240, 1> %m ::;:fmr —
& § ooy | ——
o e |
+ By ————————
—s<1,5120.2 ’,':—B % 10000 ——
g.) o SO00 e
== ]
1 —— <2, 2560, 1> - 500 1000 1500 2000 25000
E o 2 dataset size(Pof docunents)*l, 000
fi _'E @ (b)
§ e <3, 1280, 1>
- g PS:(a) <P, Pv1, PR, PRU, PRUM, PRUMVZ, PRL, PRLV3>
3 v <4, 640, 0> {b) <P, Pv5, PR, PRU, PRUM, PRUMVE, PRL, PRLV3> Index size comparison
o CS:(a) <P, PR, PRU, PRL, PRUM, PRLV3, Pv1, PRUMV2>
(b) <P, PR, PRU, PRL, PRUM, PRLV3, Pv5, PRUNvG>

Xiaofeng Meng, Yu Jiang, Yan Chen, Haixun Wang: XSeq: An Index Infrastructure for Tree Pattern (Demo). SIGMOD 2004.
Haixun Wang, Xiaofeng Meng: On the Sequencing of Tree Structures for XML Indexing. ICDE 2005.
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Management

OrientX/Ontology
Large Scale Ontology Data Management

System Overview

* QOrientX/Ontology supports management of
Ontology encoded as OWL documents.

« Physical storage model is based on file
system which utilizes semantic model of OWL
data.

* Inference and query are implemented on
such physical storage model.

+ Currently supports characters of OWL Lite &
SPARQL query

RDF MODEL

Mc RxUx(Rul)

R is the set of resources R=UUB

+ Uis the set of URI references rdf-Property el
+ Bis the set of blank nodes
+ Lis the set of literals

+ Pisthe set of properties

U, B, L are disjoint
P cR, rdf:type eP
L

Inference Method
4 Initial Method

v Appropriate when Database is initialized
v RSAB (Rule Static Association Based )

v RDAB (Rule Dynamic Association Based )
vRGSB (Rule Grouped Sorted-based )

4 Incremental Method

v'Appropriate when new data and old data coexist
v'PGSB (Pattern Group Sharing Based )

| rule set |

| new data I | old data I

Semantic is not a fixed thing

+ Semantic represents the understanding of people for some thing. It always
changes with people.

« E.g Concept “Foreigner”, American treat Chinese as a foreigner and
Chinese treat American as foreigner. So concept “Foreigner” has different
semantic for American and Chinese.

+ E.g Different teacher will have different definitions for "excellence student”
Original data to describe the right picture

1. pic-uri type singer,
2. pic-uri sing xxx;

Then people can define “FansSinger”

(xxx type singer) and (xxx sing yyy)=>
(xxx type FanSinger)

= People will not use same rules to express the different semantics for the
same data.

Storage Design

+ Class part :
- C = {URl |Ex<URI| rdf:type owl:Class >};

- R. = {C.C]IC,C & C Ex<C rdfssubClassOf C >}
- Ry= {IURI, C1| < UR|, rdftype C >}
|, ==, 'Cl\

SN\ et 6
=/
C-index C-Tree

C-Tree and C-Index for R, Storage I-List and IC-index for R, Storage

User Interface

Yan Chen, Jianbo Ou, Yu Jiang and XiaoFeng Meng, HStar-a Semantic Repository for Large Scale OWL Documents. ASWC 2006

Xiaofeng Wang, Jianbo Ou, Xiaofeng Meng and Yan Chen, Abox Inference for Large Scale OWL-Lite Data. SKG 2006

0 wamow
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Integrity Auditing of Outsoured Database

Introduction

+ Providing Database As-a-Service

- Instead of taking care of all the database management task in
house, all the user's data is sent to a service provider

+ The BENEFIT

— In this way the user can eliminate in-house hardware, software
and expertise needs to run DBMS

+ Challenges:

- Communication overhead
— Security Concem

» Our Focus

— Validation of query results (make sure that the query results
retumed by the service provider are both correct & complete)

Related Work

Merkle Hash Tree Based Approach
Using aggregated signature to generate =S )
a proof of corectness & completeness o g =Hl ) -
y=Hllfhy) e — _-u';_!: 1y}
n=Hiry hy=H{ra)a=Hlrs! hi=Hlrs)
" s | r. ry
Client H{q(S) Server
fqig4e1 .
5 Si
s Challenge Token Based Approach
A An approach based on probability

Auditing Correctness

+ Correctness

— All the results must criginate in the owner's data and
has not been tampered with

+ Correctness Threats:

- One may modify some fields of our data

- One may add some malicious tuples into our data
- One may duplicate some tuples in our data

Querying Encrypted Data

+ Traditional Encryption Method
— Can only handle equivalent query containing (=,<>)

* Query-Friendly Encryption Scheme

— Special Index Approach (Hacigumus et.al., SIGMOD 2002)
+ Drawback : Query result is super set of the real result

— Order-Preserving Encryption (Agrawal et.al, SIGMOD 2004)
+ Benefit : Enable flexible query predicates

+ Benefit : Guarantee the indistinguishability of encrypted data
distribution from eriginal data distribution

Database Outsource Scenario

Database Owner

!Encr)rplcd
| Data
User Device Encrypted Service Provider
i !
@ ‘\ 0 Lr}’ (.
y
§ - Encrypted
Results

Auditing Completeness

+ Completeness
— Result includes all records that satisfying the query

+ Completeness Threats:

- A malicious application server may only execute the user
query on part of the data or may just return part of results
— One may delete some tuples from the data

~ One may delete some tuples from the query result
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® Clustering Moving Objects in Road Networks
® Indexing of Moving Objects in Road Networks
® PhoneDB

® Quality Aware Privacy Protection for LBS

o “AiR”
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Clustering Moving Objects in
Road Networks

J. Chen, C. Lai, X. Meng, J. Xu, and H. Hu

Motivation

+ Application Example
» Reaklime moritoring traffic
congestion condition

+ Existing method
 Clustering moving objects in
Euclidean spaces
n Clustering static abjectsin
spetial nefworks

* Challenge: Chjects moving in spatial networks & Matric is natwork dictance
+ Goal: 1) Minmize cost of clustering and its maintenance 2) Mnimize network

distance computations 3) Support muliple typas of cluster in a single applicaion.

Continuous maintenance of CBs

u Splitting event in mid of segment
o Predict the intial spitting time on
moving along the segment
» Problem: the nelghborhood of
objects changes over time
o Solution: dynamically maintain the
g;dgeer of objects aver time on the

LY -
u Splitting event at the end of segment

» Use group spltting approach: spit the CB by
. nexinode. to-be-vald fime, | iedt time

...............

oll

?
t1t2t3t4tst5 te

Construct Clusters with Different Criteria

n Distance-based CMON

o Definition: For each cluster, the minimum distance with other objects in
the cluster is not longer than a user specified threshold & (8 >= €)

o Combination of CBs based on their network distance

» Density-based CMON

+ Definition: For each cluster, the average density is higher than a given
threshold @ and not any empty segment whose length is longer than E.

 Same as the Distance-based CMON construction, but a dynamic
minimum-distance constraint, related to density of candidate CB

n K-Partitioning CMON
« Definition: Given a set of objects, group them into the K clusters such
that the sum of distances between all adjacent objects is minimized

o Initially select K CBs as the seeds for K clusters and assignthe
remaining CBs to their nearest clusters to make distance Sum minimum

Framework: CMON

| Clustering resuls of MO on road nevwork |

s

Pertodical construe tion of CNION

Main Idea

n Cluster block (CB) as
underlying clustering unit

» Easy to maintain Minitouwn | | Density | |K-partiio

+ Serve as a building block Distance | | based | | ning

of different types of clusters CMON | | CMON | | CMON
» Clustering process | Combinationof GBs |

 Continuous maintenance
of CBs

* Periodical construction of

JCMON Framework

Continuons mamtenance of (B

global clusters ! Constrace | | Predict it =l
. B = and merge
u Incremental network extension  : | ionof CB event | e €D
for CMON construction !

Periodically Construct CMON

B Main problems

¢ How to use CBs to construct application-level cluster with different
criteria
+ Distance-based, Density-based, K-partitioning clustering
¢ How fo reduce network distance computation among CBs
+ Incremental network extension

0

)
=

Conclusions and Future work

+ An unifying framework for clustering moving objects in
network to support different cluster criteria

+ Splitting clustering costs into different granularity in
conjunction with movement feature in the road network

+ Future work

- Predictive Clustering of
Moving Objects

— Movement prediction at
intersections




RENMIN UNIVERSITY OF CHINA

Data Management

Indexing of Moving Objects in Road Networks
X. Meng, J. Chen, Y. Guo, Z. Xiao

Motivation

Indexing moving objects in road network setting with efficient
indexing update performance

->How to exploit the network constrains in the index to support
frequent location updates of moving objects?

— The spatial property of objects
movement is captured by the network
and indexed by R-tree

— The R-tree remans fixed smee the road
network seldom change

~ Index the objects on each road segment
by a dynamue structure

Index Structure

Adaptive Unit (AU) - a dynamic data structure
— Group moving objects with the same direction, sumilar velocity
and location
AU = (aulD, objSet, upperBound, lowerBound, edgelD,...)

R-tree for the road segments
+ Adaptive Units
— Dimension reduction by the
road network
— One-dimensional AU structure
— Predicted Trajectory bounds

Index Update and Query Algorithms

+ Update Algorithms + Query Algorithm (Window

(the update of AUs) Queries)
— Creating an AU — Spatial search m the R-Tree
. — Transform the 2D search to 1D
= ATT
Dro?pmg an AU e
§ el — (X1, Y1, X2, Y2)-> (S1,82)
- li;';m“'mg objects from an ~ Find the mtersected AUs

A graph of cellular automata (GCA) Model

GCA - integrate traffic movement
features into model of moving
objects and the road network

*+  Structure of GCA
— each edge in the GCA consists of a
cellular automaton (CA)
« Instance of a GCA m'im“';ﬁmnsm
- a mapp_ing frqm the cells of the GCA RV qfq... "
to moving objects N Q‘q . ; g
+ Transition of GCA gy N o e
a4 vyt F o .
i -EEEEE NN -N o e

v=5 vez vl
[T O D

1

a b ¢

Trajectory Prediction

+ Simulation based Prediction - SP method
— Simulate object’s future trajectory

+ Two simulated trajectories based on different assumptions on the
traffic conditions

— Linearization of the discrete points to form trajectory bounds
— Adaptation of trajectory bounds
* Assume the same trends (slope) of bounds and adjust enly iitial
locations

! ﬁn-—_.'_—_:-_—_-_-.a_.] i

Conclusions and Future Work

AU index scheme achieves high update performance
— Few update frequency: an accurate prediction method
— Low update and query cost: one-dimensional AU structure

More works
— Predictive query algorithm (processing at the intersections)

— KNN, CKNN processing in road networks

VLDB-STDBM 2006:

Continuous .
K-NN Query LB
Keep me updated by " D
“~__nearest 3 hospitals /\W
i /Ma/ufn_nrjme r
b g
Continuous
Range Query

Seoul, Korea pages 9-16,September 11, 2006
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PhonmneDB

A Small Footprint DBMS for Mobile Phones
J. Chen, S.Yin, C. Lai and X. Meng

PhoneDB

O Scalable
O High availability
O High-performance

O Transaction-protected
data management

O Ease development and

maintenance of cellphone
applications

Local data management service on mobile phones

PhoneDB Architecture

"pp!icattnrl.{
—

‘:ass Msth' l‘nnsactim'

Architecture

O Access Methods

0 Buffer Pool

O Storage Manager
O Transaction

O Logging Manager

Design Rules

O Compression for data
structure and code

O Reduce the usage of RAM
O Minimize write operation

O Make full use of

fast-read operation

O Minimize updates to reduce
erase operation

Key Techniques
® Log-based record storage
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Platform

Hardware

Resource limitations

O Low computation

O Lenovo Smartphone m|
O Very limited RAM

memory
O ARM7 39M IEII Slhow write and erase of
ash memory
03 1.5M RAM Memory O Low network bandwidth
0 8M FLASH NAND O Limited power of battery

O Nucleus OS & TI FFS
Software

O Nucleus Plus/ROSE33 OS

O TI Flash File System

O TI MMI Framework

Implementation
O Develop with ANSI C
O PhoneDB LIB of 100K size
O Use 100K RAM at runtime

T

Key Techniques

® Key-based data model
(key, value) representation like BerkeleyDB
Application-defined scheme

® Write Buffer
Data are read directly from flash memory
Records in buffer must be dirty
Defer and reduce write and erase operation
Improved LRU Replacement, combined with Update
Frequency Based (UFB)

® Log-based recovery

“Immediate write” Log- based recovery
O Write log record to data file O Delete log record and update log record
O Write data record to data file O Timestamps of index and data
O Update index in RAM O Keep the consistence of index and data

Key Techniques
® Log-based record storage

Eile Yiew Pictws Toals
Heap Size: snunu"&_su
Blacks: B1[0 e

[lon S6008(0)8

O Append-only data storage
O Add the log record to the data file
B Data records
W Log records (delete log and update log)
O Separate the index file from data file
M B+ tree with append write
W Splitting Prediction for ordered data
insertion
O Space recycle
mGarbage collection when few valid data
O Application shared pointer
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Data Management

Quality Aware Privacy Protection for
Location-based Services

Z. Xiao, X. Meng, J. Xu (HKBU)

Location-Based Services

* Mobile yellow page —
. BUddy trackers Location-based Serice Providers\

¢ Electronic tour guides \ @ E@/
+ Traffic navigation ' \
* Electronic coupons % '

* Emergency support
service

Mobile Clients

System Model

Location-based Service Providers

. . . r=(id.1.n,k,5,data, )
%] #

current location

the tolerable maximum
cloaking latency

the minimum anonymity level
the acceptable maximum
cloaking region size

Expand the
exact location
pointinto an
cloaking region

Trusted
Anonymizing

Proxy

a

Anonymizing

\ R=(pid, L data)

the pseudonym
the cloaking region
service related content

Mobile Clients

Cloaking Algorithm
+ Directed Graph G=(V,E,) orded
- V\/the set of requests

- Eithe neighborship between the ry k=2

corresponding nodes (requests) 4,
¢ Min Heap -

- to order the requests according
to their cloaking deadlines

o Spatial Index

- over the location points of all

requests

- window query to quickly find the

neighbors of a request.

Maintenance

For new incoming request r
Insert into the spatial index
and the heap

Insert into the directed graph and

construct the neighbor edges

rok=2

;. Uout = Uin = {ry; ry; 1}
k,=k=2>k-1=1 success
r,.L=MBR{r;; 1y 15}

Cloaking

For the first r approaching its deadline.
compute the number of r's neighbors
k, and k that have been anonymized
successfully in U.out and U.in

If both k, and k, >=k-1, success

Privacy threat and Requirements

» Unigue Identifier and Location Information cause
identification of special individual
o ocation Anonymity

- protect the user's sensitive location (e.g., in a clinic or nightclub).

- k-anonymity model: cloak the user's location by an extended region
large enough such that it contains at least k-1 other users (location
anonymity set).

e |dentifier Anonymity

- hide the user’s identifier with sensitive message (e.g., political or
financial data).

- k-anonymity model: the requests' locations are cloaked such that
any location | is covered by at least k-1 other requests so that a
request is not distinguishable from the other k-1 requests (identifier
anonymity set).

Quality Aware Location
K-Anonymity Model

o i s

1 [ amgrgan 2OCALION Privacy

5 | 1= " to expand the user location into a

I3l | = g1 cloaking region such that the k-
anonymity model is satisfied.

the request must be anonymized
by the predefined maximum

location anonymity set of r,: cloaking delay [+N

Uout=(r,r,r}

- ‘ Spatial QoS

rdgnrrﬁer anonymity set of r,: the cloaking region must be
Uin={ryryrsr) inside a circle L €Y/, 0)

Improvement with dummy

* Motivation
- When cloaking fails, generate dummy requests can guarantee a
100% success rate.
- Only need to maintain the in-degree .k and out-degree r.k, of
each node r.

¢ Requirements

- Dummies should be both in-degree neiﬁhbors and out-degree

neighbors of r, thus the privacy level will be higher.
- Dummies must be indistinguishable from actual requests.

- Dummigs should satisfy the spatial QoS requirement of r.

DASFAA 2007: Bangkok, Thailand, April 9-12, 2007
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Lab of Web and Mobile Data Management

[ Home | Seminars || News [ Projects || Publications | People | Systems | Activities | Reports |
Introductions

TWANDI means " Web And Mobile Data Management”, "Which 15 Professor
Jlacfeng Meng's research lab and is affiliated with the Key Laboratory for
Data Engmeenng and Enowledge Engmeenng MOE and the Department of
Computer Science, School of Information, Renmin University of China

The research wision m WAMDIM 1s how database techniques would fit mte
the Web and Mobile computing environments. The research style in our lab iz
having two tracks - research and systemn - in order to ensure that the
research is actually applied. Innowative data systems research is our goal

TWANDI Lab has been conducting database related research for many

years, and is considered one of the best database groups in the country. It's projects range from the Web Data
Management, XL Data Management to Mobile Data Management, focusing on Web data extraction, Deep Web data
mtegration, dataspace for PIN, native 2L Database, ontology data management, road network moving objects
management, smart DBEMS, RTFD data management, data management in Context-aware computing, Location privacy,
outsourced databases secunity, etc

The site contains information on the projects that are currently in progress and the people in the group. You can also find
mformation on the weekly seminar and annual report. In addition, this site hosts the following webpages

Database Society of China Computer Federation

MDM2008
WISAZ007
TWAMDM Lab locates at the First floor, Computer Building, Renmin University.

WAMDM Annual Report 2006
Annual Report 2006 of WANMDMI Ge to see more detail |

Conference

« Host Conference
WISAZ007: 4th Web Information System and Application
DASFAA 2007 Workshop: DASFAA 2007 International Workshop on Scalable Web Information
Integration and Service
WDM 2008: The 9th International Conference on Mobile Data Management

+ Call For Papers
2007 IEEE 23rd International Conference on Data Engineering (ICDE 2007) : Paper submission Deadline: July 12,
2006, 11:55 PM Pactfic Standard Time; The Marmara Hotel, Istanbul, Turkey
33rd International Conference on Very Large Data Bases: Abstract submission deadline: March 14, 2007 (5:00pm
PET); University of Vienna, Austria
JO3 Special Tssue on Deep Web Data Integration

News

s JobTong (A Deep Web data integration system) is released
o Prof Jhaofeng Meng and Junfeng Zhou, visited University of Versailles Saint-Cuentin en Twelines and National Technical
TUniversity of Athens from 2006.11.22~2006.12.10
o Prof Hiaofeng Meng attended Dagstuhl Seminars from 2006.11.20-2006.11.22
[mere]

Recent and Selected Publications

o ] Chen, C. Lai, X. Meng, I. 3tu: Clustering Mowing Objects in Spatial Networks. To appear in Procesdings af the
12th International Conference on Daiabass Systems for Advanced Applications (DASFAA 2007), Bangkok, Thailand,
April 3-12, 2007, ( Full paper. 70/375=18.7%)

+ Z Jac, X. Meng, J. Xu Quality Aware Privacy Protection for Location-based Services. Te appear in Proceedings af
the 12th International Conference on Database Systems for Advanced Applications (DASFAA 2007), Bangkole,
Thailand, April #-12, 2007, { Full paper. 70/375=18.7%4)

o I Li, W. Meng, X. Meng EasyQuerier: & Feyword Query Interface For Web Database Integration System. To
appear i Proceedings of the 12th nternational Conference on Daiabase Systems for Advanced Applications
(DASFAA 2007), Banghok, Thailand, April 9-12, 2007. ( Short paper: 70424/375=25.1%)

o [more]

Maintained by Zhongyuan Wang(zhywangehina@1 63 coni) 2007 @ WAMDM, Al rights reserved

http://idke.ruc.edu.cn/wamdm/
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Professor

Dr. Xiaofeng Meng £ -4

Professor, Vice Dean of School of Information
Head of Dept of Computer Science,
School of Information , Renmin University of China

Wei Liu Fangjiao Jiang  Junfeng Zhou  Jidong Chen Ling Wang Yukun Li Da Zhou Xiao Pan

X %I FZERE FREAEOR T 2 FAK e

M.Sc. Student

Can Lin Xian Li Xiaofeng Wang Shaoyi Yin Caifeng Lai  Yanyan Ling Min Xie Xin Zhang

Ml I FNEE FbE WA UE 5B

Zhen Xiao Linlin Jia Jing Huang JinQing Zhu Li Xiang Wei Wang Ruilong Huo

HEZ B HE P VNl I 4 At  Fit b

Undergraduate

=% 2
Zhongyuan Wang Jing Ai Xiangyu Zhang Junjin Xu Xing Hao
TAhiz Vi FRATA tRiRzh ZilPAs
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